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ABSTRACT

We investigate homology of ample groupoids via the compactly supported Moore chain
complex of the nerve (j,. Under standing hypotheses that guarantee well behaved compact
supports and well defined pushforwards along the face maps, in particular étaleness and local
compactness with Hausdorff separation, we define for each n > 0 the Moore chain group
Cc(Gy, A) of compactly supported continuous A-valued functions on (,,, with boundary 04 =
> o(=1)(d)),. The resulting homology groups H,, (G; A) are functorial for continuous étale
homomorphisms and compatible with the standard reduction operations used in computations,
including reduction to saturated clopen subsets and, in the ample setting, invariance under
Kakutani equivalence. Within this Moore formulation we reprove Matui type long exact
sequences and identify the comparison maps already at the chain level, see Theorem 3.1.10.

A central theme is a universal coefficient phenomenon for Moore homology with compact
supports. For discrete abelian coefficients A we prove a natural short exact sequence

G G
0= H,(§) ®z A 25 H,(G; A) = Torf (H,_1((),A) = 0,

natural in both  and A, see Theorem 3.2.3. The key input is the chain level identification
Cc(gn, Z)®y A = CC(QWA), which reduces the groupoid statement to the classical algebraic
universal coefficient theorem applied to the free chain complex Cc(g., 7).

We then isolate the precise obstruction to extending this mechanism beyond discrete coeffi-
cients. For a locally compact totally disconnected Hausdorff space X with a basis of compact
open sets and a topological abelian group A, the image of the canonical comparison map
Py :C.(X,Z) ®z A — C.(X,A) consists exactly of those compactly supported functions with
finite image. Consequently @y is surjective if and only if every f € C.(X, A) has finite image,
see Corollary 3.2.4. This shows that the Moore universal coefficient theorem is, in a precise
sense, a discrete coefficient phenomenon. Under mild countability hypotheses on A we further
construct, for suitable non discrete ample spaces X, compactly supported continuous functions
X — A with infinite image, forcing ® to fail to be surjective.

Finally, we develop a Mayer—Vietoris principle for ample groupoids with discrete coefficients.
Given a clopen saturated cover (5 = U; UU,, we construct a short exact sequence of Moore chain
complexes and derive a Mayer—Vietoris long exact homology sequence, see Theorem 3.3.10.
This sequence is tailored for explicit computations by cutting the unit space into saturated
clopen pieces and reconstructing H,(g;A) from the corresponding reductions. Combined
with the universal coefficient theorem, it cleanly isolates how torsion in integral homology
contributes additional homology through Tor?, a phenomenon illustrated later on examples
built from standard ample groupoids such as those arising from shifts of finite type.

iii



ACKNOWLEDGEMENT

The end of my studies closes one chapter and, mercifully, does not open a new one titled
“Errata”. Writing this thesis took persistence from me and, more importantly, time, patience,
and kindness from the people around me. It was a demanding stretch, but also a very happy
one. Thank you to everyone who made it possible.

This work sits where algebraic topology meets operator algebras, a place where ideas com-
mute less often than one might hope. I am grateful to my lecturers Cathérine Meusburger,
Gandalf Lechner, Peter Fiebig, Thomas Creutzig, and Hermann Schulz-Baldes for excellent
courses that provided the background this thesis relies on.

I also thank the department for making it financially possible for me to study mathematics
through tutoring positions in linear algebra, analysis, topology, functional analysis, and engi-
neering mathematics. I am especially grateful to Karl-Hermann Neeb, Cathérine Meusburger,
Kang Li, and Michael Fried for trusting me with these opportunities.

My special thanks go to Aidan Sims, who visited our university and gave a lecture series on
the homology of ample groupoids while I was working on this thesis. Between the discussions
during the lectures and our evening conversations over dinner, I learned a great deal and
gained real traction on the subject. His stay was as enjoyable as it was enlightening. Thank you.

I am also very grateful to Christian Bonicke. He took the time to discuss my results once
they were written down, suggested nontrivial examples, and improved this thesis through
careful listening and perfectly timed, practical advice. The evening at Alter Simpl and our
conversations were both instructive and great fun. Thank you.

I thank my supervisors Kang Li and, as my mentor in the Master’s programme, Cathérine
Meusburger, and I also thank Karl-Hermann Neeb once again. I could always come to them
with questions and receive quick, thoughtful replies. Their guidance was invaluable, both
mathematically and for what comes next. It was a pleasure working with you. Thank you.

I'would also like to thank the teaching staff Christian van de Ven, Ricardo Correa da Silva,
Michael Preeg, Tobias Simon, and Matthias Bauer for a wonderful time.

Finally, my deepest thanks to my partner, Luciana Diaconescu, who had to listen to all of this
and still chose to listen. She will soon be writing her own thesis, and I hope I can repay her
patience with the same steadiness she showed me and my moods.

iv



DECLARATION OF INDEPENDENCE

I hereby declare that I have written this paper independently and without unauthorised aids.

I have not used any sources or aids other than those indicated and have identified all passages
taken verbatim or in substance from other texts as such. This applies to both printed texts and
texts from the Internet.

I have named all places and persons who supported me in the preparation and completion
of this thesis.

This work has not been submitted to any other institution for review in its current or modified
form, nor has it been used for any other purpose, either in whole or in part. I agree to a
plagiarism check.

Place, date Signature



CONTENTS

1 PRELIMINARIES

1.1 Groupoids . . . ... .. e
1.2 Isotropy . . . . . o o o e 9
1.3 Topological Groupoids . . . . . ... .. .. L 10
1.4 Etale Groupoids . . . v v vt v ot e e 14
2 Moore Homorocy anp CoHOMOLOGY 23
2.1 Covariant Pushforward . . . .. .. ... ... ... ... . . L o 23
22 Simplicial Spaces . . . ... ... . L 26
23 Homology Groups . . .. ... ... .. e 35
23.1 ClassifyingSpaces . . . .. ... ... . . e 37
232 TheMooreComplex . . .. ... ... .. .. .. 50
24 Cohomology Groups . . . .. ... .. 56
2.5 Invariance under Kakutani Equivalence . . ... ... ... ... ... ...... 63
3 Cowmruring Moore Homorogy 73
3.1 Long Exact Moore Homology Sequence . . . . ... ... ............. 74
3.1.1 SubgroupoidCase . . ....... ... . .. ... .. .. 75
3.1.2 Quotient GroupoidCase . . . . .. ... ... .. .. L 85
3.1.3 From Regularity on Units to Regularity on Nerves . . . . ... ... ... 96
3.2 The Universal Coefficient Theorem . . . . ... ... ... .. ... ... . .... 101
3.21 UCT for Moore Homology . . . ... ... ...... .. ......... 103
322 UCTforCohomology . .......... ... ... .. .. ... .. .... 111
3.3 Moore-Mayer—Vietoris Sequence . . ... ... .. ... ... ... . ... ... 113
3.3.1 Moore-Mayer—Vietoris at ChainLevel . . . . ... ... .. ........ 116
3.3.2  Moore-Mayer-Vietoris Long Exact Homology Sequence . .. ... ... 118
3.4 Computing Homology of a SFT Groupoid . . . . . ... .............. 123
BiBLIOGRAPHY 128

vi



1 PRELIMINARIES

This chapter fixes notation and collects the background material used throughout the thesis.
The central objects are étale groupoids, a common framework that encompasses discrete
groups, equivalence relations, and dynamical systems. We begin with the algebraic notion of
a groupoid and its orbit decomposition. We then introduce isotropy and principality, which
measure stabiliser phenomena. Next we pass to topological groupoids, where all structure
maps are continuous. Finally we specialise to étale groupoids, characterised by the source map
being a local homeomorphism. In this case the range map is also a local homeomorphism since
r = s o i. This regularity is the input for the analytic and homological constructions in later
chapters.

Setting 1.0.1. Throughout we write arrows in groupoids as 7, 77 and units as x, y, z.

1.1 GrouroOIDS

A groupoid is a small category in which every morphism is invertible. Concretely, it is a set §;
of arrows with partially defined composition m : , — (j, where

Go ={(y,m) €GxGlsty)=rp},

together with an object set, the unit space (o, range and source mapsr,s :  — (jy, and inversion
v 971, such that composition is associative on (» and units and inverses satisfy the usual
identities [21, Remark 2.1.5]. Groupoids are a robust algebraic model for orbit and quotient
spaces that can fail to be well behaved topologically. Typical examples are non-T; quotients
such as the shift space modulo the shift, or the circle modulo an irrational rotation [21, p. 1].
As an illustration, let T = R/Z and fixa € R \ Q. Definer, : T - T byr,(x) =x+amod 1,
and write x ~ y if there exists n € Z with y = 7} (x). Then T/ ~ is not T;. Indeed, by Dirichlet’s
Approximation Theorem [9, Theorem 185], for every interval I C T there exists n € Z with
na mod 1 € I. Hence each orbit {x + na mod 1 | n € Z} is dense and therefore not closed in T.
Let 7 : T — T/~ be the quotient map. Then =1 ([x]) is the non-closed orbit of x. If [x] were
closed in T/ ~, its preimage =1 ([x]) would be closed in T, a contradiction. We include the
proof for completeness.

Setting 1.1.1. For x € R, write its fractional part as {x} := x — [x] € [0,1), where |x] :=

max{n € Z | n < x}. The distance to the nearest integer is |lx|| := min{{x},1 — {x}} € [0, %]
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Theorem 1.1.2 (Dirichlet Approximation Theorem [9, Theorem 185]). For any real « and any
integer Q > 1, there exist integers p,q with 1 < g < Q such that

1

ga—pl< 5, thatis lgall < 5

Proof. Consider the Q+1 numbers {0}, {a}, ..., {Qa} in [0, 1). Partition [0, 1) into Q half-open
é, %) forj = 0,1,...,Q — 1. By the pigeonhole principle, two of the Q+1
fractional parts, say {¢a} and {ka} with 0 < k < € < Q, lie in the same I;. Hence

intervals I]- =

1
d = |{la} — {k —.
{0} {w}|<Q

Letg=0—-kwithl <g < Qandsetp = [la] — |ka]. Then
qe —p = (o — [la]) — (ka — |ka]) = {la} — {ka},

so lgx — pl < 1/Q. In particular [lgall < |gx — pl < 1/Q. Since Q is arbitrary, for every € > 0 there
exists g € N with [lga|| < &, hence the set of such g is infinite. If « is rational, then |lga|| = 0 for
infinitely many g. If a is irrational, continued fractions yield infinitely many coprime p, g with
lgae — pl < 1/q2, hence |lga|| < 1/ for infinitely many g [9, Chapter X]. O

Example 1.1.3.

e Irrational rotation on the circle. Let T = R/Z with addition modulolandr,: T — T,
7,(x) = x+a mod 1, fora € R\ Q. Consider the orbitrelationx ~y & In € Z : y = r} (x)
and the quotient map 77 : T — T /~. For irrational &, each orbit O(x) = {rjj(x) | n € Z} is
densein T: letI C [0,1) be an interval of length / > 0 and write I = [a,a+ 1) mod 1. Apply
the pigeonhole argument used in Dirichlet’s theorem to the Q+1 numbers {x —a}, {x +
a—a}, ..., {x+Qu —a} € [0,1) and to the partition of [0, 1) into Q half-open intervals of
length 1/Q. Then there exist 0 < k < { < Q with {x + {a —a} and {x + ka — a} lying in the
same subinterval. Without loss of generality assume {x + {x —a} > {x + ka — a}. Hence

1
0§{x+€v¢—a}—{x+ko¢—a}<§.
Setg:={0—kandp:=|x+{x—a] — |x+ka —a]. Then

{x+qa—a}:{(x+€zx—a)—(x+kzx—a)}:{x+€oc—a}—{x+kzx—a}<é<l,

sox+qa mod 1 € I. AsIwas arbitrary, O(x) is dense and not closed. Since 7t is continuous
and 71 ([x]) = O(x) is not closed, the singleton {[x]} is not closed in T'/~, thus not T1.

Remark 1.1.4. Dirichlet provides a small step g with ¢ := [gall < I. Stepping by +ga, that is
along the subsequence 7;,°*"(x), forces a hit in any arc of length > 4.
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e Shift space modulo the shift. An alphabet is a finite, nonempty set A with the discrete
topology. The one-sided full shift space over A is . := AN with the product topology. A
basic open set, also cylinder, determined by a word w = (wy, ..., wy_1) € Ak fork € N is

[ZU] = {x e | Xo = Wy eee s Xje1 = Wk_l}.

The shift map ¢ : ¥ — %, (¢(x)), = x,41, is continuous and surjective. Consider the
equivalence relation x ~ y < O*(x) = O*(y), where O"(x) := {¢"(x) | n € N}. Let
Tty : 2 — X/~ be the quotient map, so 7r£1 ([x]) = OT (x) for each x. Fix distincta,b € A
and set z := (b),,ey € . Define x € X by placing a at positions n; := 2/ and b elsewhere,
that is Xp; = aforj>1landx, =bifn & {2/|j>1}. Then O*(x) = {¢"(x) | n € N} is not
closed and z € O* (x) \ Ot (x). Let U be any cylinder neighbourhood of z determined by
its first k coordinates, so U = [w] with w = b¥. Choose j so large that 27~ > k + 1 and set
n:=2 —(k+1). The symbol a at position 2/ moves to position k 4+ 1 in ¢ (x), hence the first
k coordinates of ¢ (x) are all b. Moreover, any earlier 4 at position 2™ with m < j —1 moves
to position 2" —n < (k +1) — 2/=1 <0, so it does not affect these first k coordinates. Thus
o™ (x) € U. As k was arbitrary, z € O+ (x). On the other hand, z & O (x): if ¢"(x) = z for
some 7, then x,,,; = b for all i > 0, contradicting the infinitely many occurrences x,; = a.
Therefore O™ (x) is not closed in X.. Since ngl ([7tx(x)]) = Ot (x) is not closed and 7ty is
continuous, the singleton {7rx (x)} is not closed in X /~. Hence ./~ is not T;.

To connect the examples above with the general theory, we begin with a hands-on axiomati-
sation of a groupoid in the notation (g, QO, r,s,m,i) and with left-to-right composition 7y - 75,
defined when s(y) = (7). This presentation is slightly redundant but keeps all structure maps
visible and is useful for intuition and for later constructions, such as nerves and pushforwards.
After deriving a few basic consequences, we recast the same object in its concise categorical
form, namely a small category in which every arrow is invertible, and verify that the two
formulations are equivalent. For étale groupoids we record the equivalent reformulation that »
and s are local homeomorphisms, aligning with the simplicial setup in Chapter 2.

Definition 1.1.5 (Groupoid [21, Remark 2.1.5]). A groupoid is a sextuple (g, go, r,8,m,i)
consisting of a set of morphisms (, a distinguished subset (, C § of units, range and source
maps 1,5 : ; — (o, a partially defined multiplication on composable pairs

Q=AM EGXGIs( =riN} = G, (v ey,

and an inversion map i : Q N g, i(y) =971, subject to:

(G1) r(x) = x =s(x) forall x € .

(G2) r(y)-y=7=7-s(y) forally €.

(G3) r(y™!) =s(y) and s(y~1) = r(y) forall y € (.

(G4) v 1-y=s(y)andy -y =r(y) forally € G-

(G5) Ifs(a) =r(B), thenr(a-B) =r(a) and s(a - B) = s(B).
(G6) Ifs(a) =r(B) and s(B) = r(7y), then (a-B) -y =a- (B-7).
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Remark 1.1.6. The unit space is

Go={r'vlveG=(r"Iregrcq,

and its elements are the unit arrows. Concretely, for x € (5 one has xy =  whenever r(y) = x
and yx = y whenever s(y) = x. The source and range maps s, 7 :  — (j; decompose (; into the
disjoint unions = |_|xeg0 s7H(x) = |_|er0 r~1(x). The isotropy group at x € Go is

Ge={y€Gls(y) =r(y) =x},

a group under multiplication. If §; is a topological groupoid, then (), each fibre s~1(x) and
r~1(x), and each Gy inherit the subspace topology. In the special case of a group, a one-object
groupoid, Gy = {e} and §, = (.

In general, we will write (j for the arrow space and denote the groupoid by the sextuple
or quadruple as in Definition 1.1.5 or Definition 1.1.21. However, sometimes it might be
convenient for notational reasons to denote the objects as usual by (5 and the morphisms by
(1, see Example 1.4.8.

Remark 1.1.7. Writing fibre products over (j, with respect to s and r, we have

Gn = {(r1, oo 1) € G Is(yy) =7(yip1) for 1 i <n} = G ox, G %, -0 5%, G,

n factors

where gsxr g ={(7,n) € Q X Q | s(y) =r()}. Forn = 1set gl = Q We equip Qn with the
subspace topology inherited from (;".

Definition 1.1.8. Let ((;, Go, 7,56, —él) and (M, Ho,7),5), 1, — ;') be two groupoids. A
homomorphism of groupoids is a functor consisting ofamap F : ( — /andamap Fy : Gy —
such that:

(F1) F(Go) € Hyand Flg, = Fo.

(F2) Forally € G, ry(F(7)) = Fo(rg(1)) and s, (F(7) = Fo(s(7)-

(F3) Forallwa, B € gwith sg(zx) = rg(ﬂ), F(a) - F(B) is defined and F(a - B) = F(a) - F(B).

In particular, F(1,) = 1F0(x) forallx 90 and F(y~1) = F(y)"forally € g

Remark 1.1.9. We will write Q for the data (g, go, r,s,m,i) whenever the unit space, the range
and source maps, the multiplication, and the inversion are clear from context.

Definition 1.1.10. A homomorphism of groupoids F : § — H is an isomorphism of groupoids
if there exists a homomorphism G : H — GwithGoF = idg and F o G = id);. If F admits an
inverse homomorphism, then F is bijective and satisfies (F1)—(F3). Conversely, if F is bijective
and satisfies (F1)—(F3), then the set theoretic inverse F~! is again a homomorphism and hence
F is an isomorphism of groupoids.

Remark 1.1.11. For étale groupoids we will require F and F to be continuous. Since Gy C §
carries the subspace topology, continuity of F implies continuity of F, = F IGo-
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Principal groupoids capture pure orbit structure without isotropy groups of units, also
known as internal stabilisers. Every morphism is determined uniquely by its source and range.
For transformation groupoids this corresponds to free actions.

Definition 1.1.12. We call § principal if any of the following equivalent conditions hold:
(P1) Trivial isotropy: Vx € go, the isotropy group gx ={y e g | r(y) = s(y) = x} equals {x}.
(P2) Injective anchor: (r,s) : Q N go x go is injective, hence there is at most one arrow y — x.

Definition 1.1.13. Let a discrete group I' act on a locally compact Hausdorff space X by home-
omorphisms. The action is free if the stabiliser at x given by I, := {g €' | g - x = x} is trivial
for every x € X.

Proposition 1.1.14. The transformation groupoid from Example 1.1.18 I' x X with objects X,
morphisms I' x X, r(g,x) = g - x,5(g,x) = x, is principal if and only if the action is free.

Remark 1.1.15. Here, T x X is also étale, see Section 1.4. Etaleness does not depend on freeness.

Proof. For x € X, the isotropy group of I' x X at xis (I' x X), = {(g,x) | § - x = x}, which is
isomorphic to the stabiliser I'y, = {g € I' | g - x = x} via (g,x) — g. Thus I' x X is principal if
and only if every I', is trivial, that is the action is free. For étaleness, assume I'is discrete and
the action is continuous. Give I' x X the product topology. For any (g,x) € I' x X and any open
U > x, the restrictions Sligpxur * (g x U — U and tligywu s {8y xU — g-Uare homeomorphisms.
Hence s and r are local homeomorphisms and I' x X is étale. ]

Minimality singles out groupoids with no proper invariant pieces of the unit space. Ev-
ery orbit is dense, so the dynamics are indecomposable. For transformation groupoids this
corresponds to minimal actions.

Definition 1.1.16 (Minimal groupoid). Let (; be a topological groupoid. For x € (, write the
orbit O(x) :=={r(y) |y € g, s(7y) = x}. Asubset U C go is invariant, also known as saturated,
if it is a union of orbits. This means that (s~ (U)) = U. The same condition can be written as
s(r~1(U)) = U. We call G minimal if any of the following hold:

(M1) Dense orbits: O(x) = Qo forallx € Qo-
(M2) There is no nonempty proper open invariant U C Gy.

Remark 1.1.17. For a left action I' > X, the transformation groupoid I' x X from Example 1.1.18
is minimal if and only if the action is minimal, hence every I'-orbit is dense in X.

Example 1.1.18 (Groupoids [21, Ex. 2.1.7-2.1.11]).
e Groups. Every group G is a discrete groupoid with one unit: G = G, Gy = {e}, r(g) =
s(¢) = e, multiplication g - h = gh, inversion 7y — 1.
A groupoid is a group if and only if (g is a singleton.

e Group bundles. Let X be a set and {G,},ex a family of groups. Put § := | |, oy {x} x G,
go ={(xvec) IxEX} =X r(x,g) =x=5(x,8), (x,8)-(x,h) = (x,gh), (x,g)‘1 = (x,g‘l).
If each G, is a topological group and the disjoint union carries the sum topology, this is a
topological groupoid, see Definition 1.3.1.
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e Equivalence-relation groupoid. For a set X and an equivalence relation R C X x X, let
g =R, Qo =X, r(x,y) = x,s(x,y) =y, (x,y) ! = (y,x),and (x,y) - (y,z) = (x,2). If X
is a topological space and R C X x X is equipped with the subspace topology, this is a
topological groupoid. It is principal. It is étale whenever the coordinate projections are
local homeomorphisms, for instance if X is discrete, or if R is an étale equivalence relation
on a Cantor set.

® Matrix finite pair groupoid. For X = {1, ..., n} the pair groupoid ( = XxX with morphisms
(1,7), units X, and composition (i, k) - (k,j) = (i,j) is discrete, principal, and étale. Its
groupoid C*-algebra is Mat(n x n, C) with matrix units E;; that correspond to (i, ).

e Transformation groupoid. Let a discrete group I" act on an LCH space X by homeomor-
phisms. The transformation groupoid § = I' x X has objects (o = X, morphisms I x X,
r(g,x) =g-x,8(g,x) =x,(g,x)" = (g7l,¢-x),and (h,g-x) - (g,x) = (hg,x) whenever
s(h,g-x) =r(g,x). Since I is discrete, r and s are local homeomorphisms. Thus I' x X is
étale. For r, on T, the groupoid Z x T is Hausdorff, étale, principal, and minimal.

e Deaconu-Renault groupoid of a local homeomorphism. Letf : X — X be a local
homeomorphism of an LCH space. Define

Gr=A{(xky) €XxZxX|3Imn>0:k=n—-mandf"(x) =f"(y))},

withr(x,k,y) = x,s(x,k,y) =y, (k)" = (y,~k,x),and (v, k,y) - (v,4,2) = (x,k +{,2).
Then (i is Hausdorff and étale. It is principal if and only if no point is eventually periodic.
It becomes principal on the aperiodic part.

Using the axioms (G1)-(G6) from Definition 1.1.5 we first establish the invertibility of the
morphisms within a groupoid.

Lemma 1.1.19. (7"~ =y forally € G.

Proof. By (G4) applied to y~! we have (y"1)"1 .41 =s(y V) andy~1- (9" H~t =r(9~1). By
(G4) and (G3), 7 -7t =r(y) =s(y " VHand ! -y =s(y) = r(y~1). Thus both (y~1)~! and
v are two-sided inverses of 9~!. In a groupoid, such an inverse is unique: if a, B € (; satisfy
a-y P =s(y"and y71- B = r(y71), then, using (G2) and associativity (G6), & = a-r(y~!) =

w-(yHB) =y -B=s(y!)-p=p. Hence (y )l =1. O
Observe that (7,7~ 1) € gz forall vy € g, since 7(77) = s(y~1) by (G3).

Lemma 1.1.20. Let (; be a groupoid and y € (. Then

1. forall (7,7) € Gy onehas Y~ - (y-n) =nand (y-1n) -1 =1.

2. (r(7),7v) and (,s(y)) liein QQ

3. y~!is unique such that (7,91 € Go, v -y =7r(7), (71, 7) € Gy, and v~ -y = 5(7).
Proof.

1. Suppose (7,1) € gz, thatis s(y) = r(y). Then

Yyl =Tty g =sty =1 =1,
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where (771,9) € (o by (G3) and we used (G6), (G4), and (G2). Similarly,

et =G =yrip =,

using (G6), (G4), and (G2), and r(17) = s(y) to justify the last step.
2. Using (G4) and (G5),

s(r(y) =sty-yH =s(y™H =r(7),
so (r(7),7) € 92 Likewise,

rs(m) =r(y "ty =r(y™h =s(p),
s0 (7,8(7)) € Ga.

3. We split this proof into three parts:
e Existence: By (G3), (7,7~!) and (y71,7) liein (o, and by (G4), 7 - v~1 = r(y) and

rly =s().
e Uniqueness from the right-unit equation: Assume (7,a) € QQ and 7 - a = r(y).
Then

a=s(y)-a=t-ya=yt(y-a) =971 r(y) =971,

using (G2), (G4), (G6), and s(y~!) = r(y) from (G3).
e Uniqueness from the left-unit equation: Assume («,y) € Qz and « -y = s(y). Then

a=a-r(y) =a-(y-y =@yt =sn-y =97
using (G2), (G4), and (G6), and r(y~!) = s(y) from (G3).
Thus ! is unique.
O

For later simplicial constructions, we want the domain of composition to be recorded as part
of the data. Presenting a groupoid via its set of composable pairs makes the multiplication
explicitly partial, allows us to form the iterated fibre products (,, cleanly, and aligns with the
étale setting in which (, is the fibre product over (. This viewpoint streamlines nerves and
pushforwards with topological arguments.

Definition 1.1.21 (Groupoid [21, Definition 2.1.1]). A groupoid is given by the quadruple
(g, QQ, m, i) where gis a set of morphisms, Qz C g X gis the set of composable pairs, m : QQ - Q
multiplication, written m(«, 8) =« - B, and i : g - ginversion, subject to:
(G1") (y"Ht=qforally €.
(G2") If (a,B) and (B, ) liein QQ, then («-B,7) and («, B-y) liein QQ and (a-B)-y=a-(B-7).
(G3') Forally € G, (v,771) € G,.
(G4") Forall (y,7n) € 92 one hasy~1 - (y- ) =nand (y-7) - 17_1 =1.
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Units are derived rather than primitive in this version. The four axioms encode inversion,
associativity with domain control, and the two unit laws via cancellation identities, from which
(o together with r and s are defined. This presentation is economical for proofs and aligns with
categorical practice, morphisms first, objects reconstructed, yet it is equivalent to the expanded
axiom list used earlier. The relationship with the previous definition is as follows:

Proposition 1.1.22 (Equivalence of presentations). Let g be a groupoid (g, go, r,s,m,i) and ax-
ioms (G1)-(G6) as in Definition 1.1.5. Then one obtains the presentation from Definition 1.1.21
by settinggz = {(a,B) € gxg | s(a) = r(B)}and m(a, B) := a- B, with inversion as before. Con-
versely, let (G, Gy, m, 1) satisfy (G1)—(G4"). Define G := {7 - Y lye G} = v lviye G},
r(y) = v-97, and s(y) = 97! - 9. Then the axioms (G1)-(G6) hold with left-to-right
composition, and the domain of multiplication agrees with source-range matching, that is
(w,B) € QQ e s(a) =r(p).

Proof.

e Assume we are given (g, go, r,s,m,i) satisfying (G1)-(G6). Define QQ = {(a,B) € g X Q |
s(w) =r(B)}and m(a, B) := a - B. Then:

(G1”) holds by the involutivity lemma (7~1)~! = -, which follows from (G2)-(G4)
and associativity (G6).

(G2’) holds by (G5) and (G6): if («,B) and (B,7) lie in QQ, then s(a) = r(B) and
s(B) =r(y). By (G5),s(a-B) =s(B) =r(y)and r(B-v) =r(B) =s(a), hence (a-f,7)
and («, B - y) lie in 92, and (G6) yields (a-B) -y =a- (B-7).

(G3’) follows from (G3), which gives (y,7™!) € G, for all 1.

(G4') is exactly the cancellation lemma above: for all (-, #) € 92 onehasy~1-(y- NEN
and (y-n) -7t =1.

e Assume we are given ((;, (j,,m, i) satisfying (G1")-(G4’). Define (G := {7 - v liye
Gr={r"t-7vlreqG)r(y)=v-9"" ands(y) =97 - . We verify (G1)—(G6) and the
identification of the domain of composition.

By (G3’) we have (7,7~1) and (y~1,7) in . Taking 17 = 7~1in (G4’) and using (G1"),
we obtain (- y71) - (97171 = 7, hence r(7) - 7 = 7. Taking 7 = 7! in the second
identity of (G4") yields 17 (57! - 7) = 57, hence 7y - s(7) = 7. Thus (G2) holds.
Let (¢, 8) € (j, and set ¢ := B~1-a~!. Using (G2') and (G4),
(@-B)-6=(a-p)-pH-at =a-a"t =r),
and similarly
S-(w-By=p1 (@ (a-p)=p"1-B=s(p).
Thus ¢ is a two-sided inverse of « - 8, hence (« - ﬁ)_l = 5_1 s L
For x € (g thereis ywithx = y-9~!. Thenx™! = (y-y ™)t = (9 ly =997l =
—1 — xands(x) = x~1-x = x, which
-1 _

is (G1). Alsor(y™) =971-(y"H 1 =9ty =s(y)ands(y™) = ()™t 971 =
v -y~1 = r(7), which is (G3). Finally, (G4) holds by definition of r and s.

x, so x is fixed by inversion. Consequently r(x) = x-x
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Let (a,B) € QQ Then
ra-B)y=(@-B)-@-prt=@-p)-Bl-ah)=a-at=r@),

and

s-B)=(a-p) - (a-py=Ba) - (a-p)=p"-p=5(p),
which is (G5).
Associativity on composable triples is exactly (G2’), giving (G6).
o (a,B) €y o s =r(B).If (a,B) € G, then (a- B, 1) € G, by (G2') and (G3'), hence
by (G5) and (G3),

s(a) =s((a-B)-B71) =s(B~Y) =r(B).

Conversely, assume s(a) = r(B). By (G3’) and (G2’) applied to («,4~!) and (a71,a),
we have (a,s(a)) € Qz Similarly, (r(B8),B) &€ QQ Since s(a) = r(B), it follows that
(s(w),B) € gg, and another application of (G2") to («,s(a)) and (s(a), B) yields («, B) € 92

O

1.2 IsoTtrOPY

In many applications groupoids serve as replacement without singularities for quotients by
group actions, and the isotropy encodes precisely where this replacement still carries nontrivial
stabiliser symmetry. Understanding the isotropy subgroupoid and the notion of principality is
therefore essential for detecting when a groupoid behaves like a genuine equivalence relation,
and for relating its analytical and homological invariants to those of classical free actions.

Setting 1.2.1. For x,y € go set gf(x,y) ={y € g lr(y) =x, s(y) =y} = r~1x) N s‘l(y). For
U,V CGwrite UV :={a-Blae U, BEV, s =r(p)}

Definition 1.2.2 (Isotropy subgroupoid [21, Chapter 2.2]). Iso(() := leego Gx,x) ={y €
g | r(y) = s(y)}. Itis a subgroupoid, a group bundle over go with fibres Qx = g(x,x). In
particular go C Iso(g).

Lemma 1.2.3 ([21, Lemma 2.2.1]). (is principal if and only if Iso((;) = Go.

Proof. If (; is principal, then for every x € () the isotropy group (, equals {x}. Let y € Iso((}).
Then r(7y) = s(7y) = x for some x € (5o, hence ¥ € (j, = {x}, 507 = x € §. Thus Iso(§) C G,.
The reverse inclusion holds because for each x € go we have r(x) = x = s(x) by (G1). Hence
Iso(§) = (o. Conversely, suppose Iso(() = Gg. Fixx € Gy and y € Gwith r(y) = s(y) = x.
Then v € Iso(G) = Go. By (G1), r(7) = 7, and since also r(7) = ¥, it follows that 7 = x.
Therefore (j, = {x} for all x € (o, and (; is principal. O
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Example 1.2.4 (Isotropy in a transformation groupoid [21, Example 2.2.2]). Let a discrete
group I' act on a set or on an LCH space X by homeomorphisms. InT" x X one has

Iso(I x X) = |_|{(g,X)|g-x:x} = |_| Iy,

xeX xeX

whereI', := {g €T | g - x = x} are the stabilisers. Hence I' x X is principal if and only if the
action is free.

Lemma 1.2.5 ([21, Lemma 2.2.3]). For v € G the map Ad, : Gy = Gy, @ = v -a-y tisa
group isomorphism.

Proof.

e Well definedness: Leta € Qsm- Thenr(a) = s(y) ands(a) = s(y). By (G5), r(y-a) = r(y)
and s(y - &) = s(a) = s(7y). Since r(y~1) = s(7y) by (G3), we have (7 - a,v 1 e gz, and
another application of (G5) gives r((y-«) Y =r(y)and s((y-a) -y~ =s(yh) =1 (),
so Ad, (@) € Gy (-

e Homomorphism property: For a, 8 € Qsm the pairs (7, a), (a,B), and (B, 7_1) are com-
posable. By associativity (G6),

Ad,(@)-Ad,(B) = (y-a-y™)-(y-B-y™") = y-a-(y L) By~ = y-(a-f)-y! = Ad, (a-B),

using (G4) in the third equality.
e Bijectivity: Consider Ad, -1 : Gy(,) = Gs(,y- Fora € G,

Ady (A, @) =771 (yray Ty =07 e (T ) =s(n) e s(y) = g,
using (G6), (G4), and (G2). Similarly, for 8 € G,(,,,
Ad (Ad, (B =7- Oy By t=0-r)-B-(r-ry =1 Br(n) =B,

using (G6), (G4), and (G2). Thus Ad,,-1 is the inverse of Ad,,.
Therefore Ad,, is a group isomorphism. O

1.3 TororoacicaL GROUPOIDS

Topological structure allows groupoids to encode convergence, compactness, and local sym-
metries, unifying groups, group actions, and equivalence relations within a single analytic—ge-
ometric framework. It also captures pathological quotients faithfully — for instance the orbit
spaces in Example 1.1.3 — while retaining continuous structure maps that are crucial for later
homological constructions.

Definition 1.3.1 (Topological groupoids [11, §2.1]). A topological groupoid is a groupoid
(g, go, r,s,m,i,u) equipped with topologies on g and go such that:

10
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(T1) Go C § is the unit space, endowed with the subspace topology.

(T2) r,5: (G — (g are continuous.

(T3) gz = {(y,n) € g X g | s(y) = r(n)} carries the subspace topology from g X g, and
multiplication m : 92 - g, (7,1) — 7 - 17, is continuous.

(T4) The inversion map i : Q — g, i(7y) == v~1, is continuous.

(T5) The unit map u : QO - g, u(x) :=1,, is continuous.

Subgroupoids isolate controlled pieces of a groupoid — reductions to invariant subspaces,
isotropy, kernels/images of homomorphisms. They are building blocks for exact constructions.

Definition 1.3.2 (Subgroupoid [11, §2.1]). Let (; be a groupoid. A subgroupoid consists of

subsets }{ C (and Hj C Gy together with the restricted structure maps r|ﬁ0 tH - }ﬁo,s|ﬁ0 :

H - Ho,ml‘%z (M, - H,i% H - H{ where M, := {(a, ) € H x H | s(a) = r(B)}, such that:
(S1) Hy = H N Gy and r|j§0(}£) U () C Ho.

(S2) If (a, B) € H,, then mlﬁz(a,ﬁ) e H.

(S3) Ify € M, thenil}i(y) € M.

(S4) For all x € H; one has r|ﬁ°(x) =x= s|ﬁ0 (x) and x € M.

Remark 1.3.3. We suppress the notation of the restriction and corestriction, due to readability.

Remark 1.3.4. The subgroupoid } is wide if Hy = (. It is normal if it is wide and for every
v € Gwiths(y) = x,r(y) =y one has yH, 1 C M, where H, := {n € H | (1) = s(n) = x}.
Since the same inclusion holds with 7 replaced by 7!, normality is equivalent to y,y~! = Hy
for all such 7.

Proposition 1.3.5 (Quotient groupoid [2, §11.3.1]). Let N C (; be a wide normal subgroupoid

whose morphisms are isotropy elements, thatis {7 € N | r(7) = x, s(7) =y} = @ for x # y.

The quotient groupoid (/N is defined by:

(Q1) Objects: (G/N)y = Go.

(Q2) Morphisms: for y € (j, write N,y Ny, := {nyn’ | n € N, (), n" € Ny} and denote
this double coset by [7]. Then (G/N)(x,y) := {[7] |7 € G(x,y)}.

(Q3) Structure maps: 7([7]) = r(7), s([7]) = s(7), [g]7! := [¢"'], and if s(¢) = r(h) then
[v]-[n]=[g-hl.

Proof. Define g ~ g"if g’ € N, (4)¢Ns(4)- Then ~ is an equivalence relation on (. Reflexivity
follows from g = 1,814 If §' = agb witha € N, o) and b € Ny, then g = a~1g'b~!, with
a~t € N, gy and b~ € Njqy; hence the relation g’ € Ny (g)g N (g) is symmetric. If ¢’ = agb and
Q" =cg'dwitha € ]\[r(g), be ]\[s(g), c e Nr<g,), de J\[S<g,), then r(g') = r(g) and s(g’) = s(g)
because a,b are isotropy at 7(g), s(g). Hence c € N, and d € Ny Since each N, is a
subgroup of gx, we have ca € \/\[r(g) and bd € Ns(g), so §" = cg'd = c(agb)d = (ca)g(bd) €
Ny 8 Ns(g)- Thus g ~ ¢” and the transitivity follows.
e Source, range, and inversion are well defined. If g’ = agb witha € N, ), b € Ny, then
r(g") =r(g) and s(g') =s(g). Thus r([g]) and s([g]) are well defined.
Moreover g'~! = b~1¢g7ta with b™1 € Ny, a7 € Ny(qy, hence [¢'71] = [g71].

11
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e Composition is well defined. Assume s(g) = r(h), and choose representatives g; = agb,
hy = chd witha € Ny ), b € Ny = Nygy, ¢ € Noy, d € Ny(pyy- Then gq - by is defined
since s(g1) = s(g) = r(h) = r(hy). Setn = bc € ]\[s(g>. Then g1 - hy = ag(bc)hd =
agnhd. By normality of N, gng™! € Ny(,). Seta’ := a(gng™) € N,,. Thena'(g-h)d =
u(gng_l)(gh)d =agnhd = g1 -hy,s0[g1 -] = [g-h].

e Units and associativity. For x € go, [1,] is a two-sided unit [1r(g)] -[g] = [1r(8> gl =
[g] and [g] - [lsy] = [§ - 1sy] = [g]- Associativity follows from associativity in g
([g]-[hD) - [kl =[(g-h) -kl =1[g- (h-k)] =[g]- ([h]-[k]).

O

Remark 1.3.6. 1f (; is a topological groupoid and N is a closed normal wide subgroupoid, endow
G/ N with the quotient topology making the functor (; — (/N continuous.

Setting 1.3.7. For units x,y € go we set g(x,y) = {y € Q | () = x, s(y) =y}, the set of
morphisms from y to x. Composition restricts to g(x,y) X g(y,z) - g(x,z), (a,B) » a-B.
G(x,y) and N, carry the subspace topology from (.

The following examples form the basic operations for constructing and analysing groupoids.
The pair groupoid X xX encodes the space itself. The transformation groupoid I'x X models orbit
spaces of actions while remaining étale for discrete I'. Reductions (j|;; implement localisation
along units, and quotients by wide normal isotropy subgroupoids collapse internal symmetries.
Such quotients are needed for functoriality, Morita invariance, and homology.

Example 1.3.8.

e Topological groupoid. Let X be a topological space. Set g =XxX, go =X, r(x,y) =x,
s(x,y) =y, inversion (x,y)_1 = (y,x), and composition (x,y) - (y,z) = (x,z). All structure
maps are continuous, so (; is a topological groupoid. It is étale iff X is discrete. Otherwise
the projections are not local homeomorphisms. If X is discrete, then for each (x,y) € g the
singleton {(x,y)} is open in X x X, and r|{(x,y)} Oyt = {x}, s|{(x’y)) H{,y} = {y}, are
homeomorphisms onto open subsets of X. Hence r and s are local homeomorphisms, so §
is étale. Conversely, suppose (; is étale. Then in particular r is a local homeomorphism.
Fix x € X and consider the arrow (x,x) € g By local homeomorphy of r there exist
open neighbourhoods U C X x X of (x,x) and V C X of x such thatr|, : U - Visa
homeomorphism. Since r is the projection onto the first coordinate, the restriction r| ; is
bijective, so U is the graph of a continuousmapf : V —» X: U = {(v,f (v)) | v € V}. Because
Uis openin X x X and (x,x) € U, there exist open neighbourhoods W, W, C X of x such
that Wy x W, C U. Let w € W,. Then for every v € W; we have (v,w) € Wy x W, C U,
so (v,w) = (v,f(v)) and hence w = f (v). Thus w does not depend on v, and in particular
for v = x we get w = f(x). Since also (x,x) € U, we have f(x) = x, so w = x. Therefore
every w € W, equals x, and hence W, = {x} is open in X. As x € X was arbitrary, every
singleton {x} is open, so X is discrete.

e Etale groupoid. Let a discrete group I' act by homeomorphisms on a locally compact
Hausdorff space X. Set g =T'x X, Q’O =X, r(g,x) =g -x,5(g,x) = x, inversion (g,x)~! =

12
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(g71,¢ - x), and composition (h, g - x) - (g,x) = (hg,x). Since I' is discrete, r and s are local
homeomorphisms. Hence I' x X is étale.
e Subgroupoid. Let (; be a topological groupoid and U C (. Define the reduction

Glu={r€Glr(y) €Us(y) € U}

with unit space U and the induced structure maps r|g‘u, s|g|u, '|(9’|u>2' and _1|Q\u‘ Then glu
is a subgroupoid of (. If U is open or closed, it is an open or closed topological subgroupoid.
¢ Quotient groupoid. View a topological group G as a one-object groupoid with ((, Gg) =
(G,{e}). Let N 9 G be a closed normal subgroup. Then N C G is a wide normal sub-
groupoid whose morphisms are isotropy elements, and the quotient groupoid (/N is the
one-object groupoid (G/N, {[e]}) with the usual quotient topology and structure maps.

Here [¢] - [h] = [gh], [g]7! = [¢71], and r([g]) = s([g]) = [e].

Remark 1.3.9. For a left group action I' > X by homeomorphisms, I' x X is the transformation
groupoid. The object is X and the morphisms are I' x X, with structure maps as in Example 1.3.8.

One might expect the unit space to be closed in a topological groupoid. In general this
fails. However, it is closed if the arrow space is Hausdorff, but the converse needs not to hold.
The converse implication fails for general groupoids in Top if one does not assume that (
is Hausdorff: the unit groupoid on a non-Hausdorff space X satisfies § = (o = X, so ( is
closed in ( but ( is not Hausdorff. This example is excluded by the convention in [21], where a
topological groupoid is required to have Hausdorff unit space.

Proposition 1.3.10. If ; is Hausdorff, then () is closed in (.

Proof. Consider the continuous map H : g - Q X g given by H(y) = (7,7(7)). Let Ag =
{(1,m) | 1 € G} be the diagonal. Since (; is Hausdorff, A is closed in  x (. An arrow 7 is a
unit if and only if v = r(7), hence Qo =H"! (Ag). Therefore Qo is closed in Q O

Proposition 1.3.11. Let (; be a topological groupoid such that §, C (is Hausdorff in the relative
topology. Then (; is Hausdorff if and only if ( is closed in (.

Proof.

e Assume that ( is Hausdorff. Let (x;);c; be a net in § such that x; —» 7 € . Since r is
continuous and r(x;) = x; for all i, we have x; = r(x;) — r(y) € QO By uniqueness of limits
in a Hausdorff space, y = r(7), hence v € (. Thus ( is closed.

e Assume that go is closed in g To show that g is Hausdorff, it suffices to show that every
convergent net has a unique limit. Let (7;);c; be a net in § with 7; - « and ; — B. First,
continuity of r : Q - Qo gives r(7y;) — r(a) and r(y;) — r(B) in the Hausdorff space go,
sor(ax) = r(B). Hence (oc_l,ﬁ) S QQ Next, since inversion is continuous, ;" T a1

Therefore (7, Loy = (a1, B) in g X g, and hence in the subspace 92 By continuity of
multiplication, 77 1y; - a~'B in . But 97 'y, = s(7;) € G for all i. Since Gy is closed in G,
the limit a1 B belongs to go- Thus a1 B is a unit, and hence g = a(at B) = a. So limits are
unique, and Q is Hausdorff.

13
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d

Remark 1.3.12. In [21, Lemma 2.3.2] the statement is proved under the standing hypotheses
of [21, Definition 2.3.1], in particular assuming local compactness. However, those uses are
inessential for the implication itself. Indeed, the argument only requires that the structure
maps s, 7,m, i, u are continuous and that (, is Hausdorff in the relative topology.

1.4 EtarLe GrROUPOIDS

Etale groupoids occupy the middle ground between the purely topological and the smooth
settings. They retain enough local regularity to support constructions such as bisections, étale
sheaves, nerves and counting measures, while remaining flexible enough to model orbit and
equivalence-relation dynamics arising from local homeomorphisms and actions of discrete
groups. A groupoid can be summarised by the diagram [4, §1]:

G2 =Goxr GG G3Go ™ G,

wheres, 7 :  — (g are the source and range maps, u(x) := 1, inserts the identity morphism
atx € go, i(g) = g‘l is inversion, and m(g,h) := g - h is defined exactly when s(g) = r(h),
that is, (g, h) € 92 We write g : x —» yfors(g) = xand r(g) = y. A topological groupoid
is obtained by equipping ( and (; with topologies and requiring all structure maps in the
diagram above to be continuous. In the smooth (Lie) case, (, and (j are smooth manifolds,
the structure maps are smooth, and one assumes that s and r are submersions so that the fibre
product § ¢x, (; is again a manifold [4, §1]. Etaleness is the topological analogue of this local
regularity: we require s and r to be local homeomorphisms. This forces the fibres of s and r to
be discrete, aligns étale groupoids with transformation groupoids of actions of discrete groups
and equivalence-relation groupoids of local homeomorphisms, and at the same time preserves
enough categorical structure for the homological constructions in Chapter 2.

Definition 1.4.1 (Etale groupoids [4, Definition 1.1]). Let ( be a topological groupoid. The
groupoid (; is called étale if the source map s : (; — ( is a local homeomorphism. In this case
the range map r = s o i is also a local homeomorphism.

Remark 1.4.2. Since inversion i is a homeomorphism and r = s o i, this is equivalent to requiring
that the range map r :  — (g is a local homeomorphism. Many authors state the condition as:
r and s are local homeomorphisms. In particular, for all ¢ € (; there is an open neighbourhood
uc gwithg € Usuch thats|;: U 5, s(U) and s U = r(U) are homeomorphisms.

Such a set U is called a local bisection. In the smooth or Lie setting the same definition applies

with local diffeomorphisms in place of local homeomorphisms.

Lemma 1.4.3 (Discrete fibers of local homeomorphisms). Letp : X — Y be a local homeomor-
phism. Then for every y € Y the fiber p~*(y) is a discrete subspace of X. In particular, if ; is an
étale groupoid, then for every x € G the fibers r~1(x) and s~!(x) are discrete subspaces of G.

14
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Proof. Fixy € Y. To show that p~1(y) is discrete, it suffices to prove that every singleton {x}
with x € p~1(y) is open in the subspace topology on p~1(y).

Fix x € p~1(y). Since p is a local homeomorphism, there exists an open neighbourhood
U C X of x such that the restriction p|;; : U — p(U) is a homeomorphism onto an open subset
of Y. Set V := U Np~!(y). Then V is open in the subspace p~! (y). Moreover, V = {x}. Indeed,
ifx" € V,thenx' € Uand p(x') =y = p(x), hence x' = x because p|; is injective. Thus {x} is
open in p~1(y). Since x was arbitrary, the fiber p~! (y) is discrete.

If (; is étale, then by definition r and s are local homeomorphisms. Applying the first part to
p =rand p = s gives that r~!(x) and s~! (x) are discrete for every x € Go- O

Direct limits assemble compatible local data around a point. Two local maps represent the
same element once they agree on some smaller neighbourhood.

Definition 1.4.4 (Direct limit). Fix x € (, and let N(x) denote the directed set of open
neighbourhoods of x, ordered by reverse inclusion. For each U € N (x) set LH(U, go) = {g:
U - (o | ¢ is a local homeomorphism}. Whenever U’ C U we have the restriction map py; 1 :
LH(U, Go) —» LH(U', Go), ¢ — @Iy This yields a direct system (LH(U, Go), ou,ur) ey (x I
the category of sets. Its direct limit is the quotient

lim LHU, Gy = ( || LHWUGp)/~,

UeN(x) UeN(x)

where (U, ¢) ~ (U', ¢") if there exists an open set W C U N U’ with x € W and ¢l = ¢’y

More generally, a direct system in a category C consists of a directed set (I, <), a family of
objects (A;);er, and morphisms ¢;; : A; > A; foralli < j such that ¢;; =id4, and P 0 ¢;; = Py
whenever i < j < k. In particular, the family (LH(U, go) dUueN ) together with the restriction
maps o7+ LH(U, go) - LHU’, Qo) for U’ C U, is a direct system in Set indexed by N (x).
In an étale groupoid, every arrow sufficiently close to a unit arises from a local bisection, so its
local effect is recorded by the germ of a local homeomorphism of the unit space, that is, by an
element of this direct limit.

Definition 1.4.5. Let (; be an étale groupoid and let ¢ € § with s(g) = x and r(g) = y. Choose
an open bisection B C gwithg € B, and put U := s(B) C go Leto:U — gbe the inverse
of sl : B = U, sothat o(x) = gand s o ¢ = idy. Set V := r(B); then V is open in go and
@,y =100 :U— Visahomeomorphism (hence a local homeomorphism) sending x to y.

Let X, be the set of all such pairs (U, 0) arising from open bisections B 5 g. Declare
(U,o) ~ (U’, ") if and only if there exists an open neighbourhood W C U N U’ of x such that
?wu,olw = ¢ o lw- The germ of g at x is the equivalence class

g=[U,n]€ lim LHW,G).
WeN(x)

In the smooth setting replace local homeomorphisms by local diffeomorphisms.
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Remark 1.4.6. This construction is well defined and depends only on g. Since s is a local
homeomorphism at g, there exist an open neighbourhood N C g of g and an open set W, C QO
such that sy : N — W,. For any (U,0), (U',¢") € L, we may shrink U and U’ so that
c(U) C Nand ¢’ (U’') C N. On W := U N U N W, we then have ¢|y = (ly) "t = I,
hence (U, o) ~ (U',0") and @1 »ylw = @u,0ylw- Thus the germ § is independent of the
choice of (U, 0) € Zg.

Remark 1.4.7 (Basic properties [4, §1.2]).

(a) Since ( is étale, s is a local homeomorphism. After shrinking U, there exists a local
section o : U — g of s with o(x) = gand s o ¢ = idy. The inversion map g - g,
h—h1isa homeomorphism and r = s o ig, so r is a local homeomorphism as well. In
particular, 7|,y : (U) — V is a homeomorphism onto the open set V := r(c(U)) C 90.
Consequently the representative ¢ ; ,y =7 o0 : U — V of ¢ is a local homeomorphism.

(b) For the unit 1, €  we may take U C (o and o (u) := 1, for u € U. Then s o ¢ = idy; and
r o o = idyy, so the germ 1, is represented by the identity map near x and hence 1, = 1,.

(c) Ifg:x - yand h : y — z choose local sections 0, : U —» Gand 0, : V — § with
xelUyeVso Uy = idy, s o 0y, = idy, Ue(x) = g, and oy,(y) = h. Shrinking U if
necessary, we may assume @, ) (U) C V. On U the map P,y =T 0g represents g
and PV, =T ° 0y represents h. The product section U — g, T (Th(go(ulgg) (w)) - g (u),
represents sig, and its range map is the composition ¢y 4, © P (u,o,) Near x. Hence the

germ of hg at x is the composite germ /1 o g.

Example 1.4.8.

® Spaces as étale groupoids [4, §1.3(1) ]. Let X be a topological space. Consider the groupoid
(G, Go, TGS i) given by G =X, Gy = X, rg = idy, sg = idy, ig(8) =8 and g 'gh =g
whenever g,h € Xand g = h. Then (g, QO, TGrSGrGr z'g) is a topological groupoid, and since
G and 5 are homeomorphisms, Q is étale.

e Translation groupoid of a discrete group action [4, §1.3(2) |. Let a discrete group I'act on a
locally compact Hausdorff space X by homeomorphisms via a leftactionI'xX — X, (g,x) —
g -x. The associated transformation groupoid I' x X is the étale groupoid with (I'x X)( := X,
source and range maps sr,x (g, %) = X,rux(g,X) = g - x, unit map ur,x(x) = (e, x),
inverse map (g,x)_1 = (g_l,g - x), and multiplication (h,y) - (g,x) = (hg,x) whenever
srax (M y) = rrex (g, x), that is whenever y = g-x, so that explicitly (h,g-x) - (g, x) = (hg,x).
Since I is discrete, sets of the form {g} xU C I'x X with U C X open form a basis. On {g}xU
the source map is the homeomorphism (g, x) — x, hence s, x is a local homeomorphism.
Likewise, 1, x restricts to the homeomorphism (g, x) — g-x from {g}xU onto g-U. Therefore
rwx i a local homeomorphism as well, and I' x X is étale. For a right action (x,7y) — x -7y
one can also use the arrow space X x I' and define ry,r(x, ) := x,5x,r (X, ) := x - 7, with
Uxar (0) = (x,0), (6, N7 = (-7, and (x,9) - (1) = (x,77).

e Action groupoid of a right (-space [4, §1.3(6) ]. Let ((, Go, 7,5, -, 7) be an étale groupoid
with unit map u : Gy — G,x — 1,. A right (-space consists of a topological space X,
a continuous anchor map p : X — go, and a continuous action map - : X pXr g - X,
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(x,8) — x - g, defined on the fibre product X pXr Q ={(x,g) € Xx g | p(x) = r(Q)},
such that for all (x,g) € X pXr g one has p(x - g) = s(g) and x - 1p(x) = x, and whenever
(g h) e Qz and p(x) =r(g) onehas (x-g) -h=x-(gh).

The action groupoid X x (; is the topological groupoid with objects (X% (;)y = X and arrows
(X % g)l = X%, gwith the subspace topology from X x g, and structure maps rXXg(x, Y) =
X, sXNg(x,'y) =Xx-7, uXNQ(x) = (x, 1p(x)), x,7)"' = (x - 79,71, and multiplication
(x,7) - (x-y,h) = (x,71), defined whenever (vy,7) € 92 The space of composable pairs is
X2 Gy ={(x,7), (W, € XxFly=x-7, (v, € G}

Fix (x,g) € (X % g)l. Choose an open bisection U C gwithg e U,sorly: U - rl)
and sly; : U — s(U) are homeomorphisms onto open subsets of (jo. Choose an open
neighbourhood W C X of x with p(W) C r(U). Then W x, U = {(x', g e WxU |px') =
r(g")} is an open neighbourhood of (x,g) in (X x Q>1~

On W ,x, U, the restriction of Txx( 18 homeomorphism onto W, with inverse W — W x . U,
x' - (¥, (rly) " (p(x'))). Moreover, the restriction of SXx(j to prr U is a homeomorphism
onto its image. Indeed, for y € SXxg(W pXr U) we have p(y) € s(U), hence k(y) :=
(slu)_l(p(y)) € U is well defined, and y — (v - k(y)_l,k(y)) is an inverse to SXngprru
since (y - k(y)_l) -k(y) =yand p(y - k(y)_l) = r(k(y)). Therefore "Xx( and Sxx(; are local
homeomorphisms, and X x (; is étale.

Definition 1.4.9 ([4, §1.4]). Let (K, Ky, 74 Sk % ix) and (G, Go, TGS Gr iq) be étale
groupoids. A homomorphism of étale groupoids ¢ : K — ( is a pair of continuous
maps @, : Kg = (o and ¢; : K — § such that the following identities hold:

TG o ¢1 = Po° Tk 5G°P1 = Po° Sk
qolol‘K:lgo(Pll ¢10uﬂzu90¢0’
P18 k1) = 91(8) - p1() forall (g,h) € K xx K.

This is precisely the data of a functor of small categories K — (.

Isomorphism of étale groupoids is usually too rigid for geometric purposes, since differ-
ent groupoids can present the same quotient or orbit data. Morita equivalence isolates the
underlying geometric object by requiring a homomorphism ¢ : K — ( to behave like an
equivalence of categories in a way compatible with the topology. Recall that a functor between
small categories is an equivalence if and only if it is essentially surjective on objects and fully
faithful on morphisms. In the étale setting these two conditions are reformulated in terms of
local homeomorphisms of the unit spaces and of the bibundle of arrows, leading to the notion
of Morita equivalence for étale groupoids.

Definition 1.4.10 (Morita equivalence [4, §1.5]). Let K and (j be étale groupoids and let
¢ : K — (;be a homomorphism with components ¢, : Ky — Gg and ¢; : K; — (1. We say
that ¢ is a Morita equivalence, also known as a weak or essential equivalence, if:
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1. Essential surjectivity (étale surjection). Consider the fibre product

Ko goxr, 1 = (W8 € Ko x G1 1 goy) = ()},

with projections 771 (y,g) = yand 7, (y,g) = . The map

Sg o7l - JCO (Poxrg gl - g()/ (y/g) g 59(8)/

is a surjective local homeomorphism.
2. Full faithfulness (pullback square). The canonical square

%1 P1 Q”I

(rx,s K)\L \L(Tglsg)

JCO % JCO PoxPo go % go
is a pullback in the sense that the natural map

K1 = (Ko x Ko) goxpyXrgxs; G1r - k= ((rgk),5(6)), 91 (K)),
is a homeomorphism, where the fibre product is

(Ko x Ko poxpyXroxs, G1 = {(W1,42),8) € (Ko x Ko) x G 1 (9o (Y1), 9o(y2)) = (r(8),53(8))}-

Remark 1.4.11. The essential surjectivity condition says that every object of ( is locally in
the image of 8¢ © T, and hence admits local lifts along S © T after restricting to suitable
neighbourhoods in (. The pullback condition identifies K; with the space of arrows of
between points in the image of Ky, so that arrows of (j over ¢, correspond uniquely and
continuously to arrows of K. Together these conditions express that ¢ is fully faithful and
essentially surjective in a way compatible with the topologies on K and .

When these conditions hold we write ¢ : K = (. Two étale groupoids #{ and (; are Morita
equivalent if there exist Morita equivalences J{ <~ K — (;. This generates an equivalence
relation, and one often works in the localisation of the category of étale groupoids obtained by
formally inverting all Morita equivalences. A morphism J{ — (; there can be represented by a
zig-zag Jl — K = (;[4,§1.5].

Definition 1.4.12 ([13, §2.1]). For an étale groupoid ( and Y C ( the reduction is Gy :=
r~1(Y) Nns~1(Y), equipped with the subspace topology. It is an étale subgroupoid with unit
space Y whenever Y is open.

Definition 1.4.13 ([13, §2.1]). Let (g go, TG 5Gr G ig) be an étale groupoid and write r := TG
§ = 8¢ A subset U C gls a g~b1sect1on if the restrictions r;; : U — r(U) and sl;; : U — s(U)
are injective. If in addition U is open, we call it an open (-bisection. For subsets U, V' C (; set

utlt=gegligteu, UV:={ghlge U, heV,sg =rh)}.
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If U and V are (-bisections, then U~! and UV are again (-bisections. If U and V are open
grbisections, then U~! and UV are open grbisections.

Remark 1.4.14. In the étale case every arrow ¢ € (; admits an open neighbourhood U C §
which is a grbisection. On such a set, the restrictions 7|;; : U — r(U) and s|;; : U — s(U) are
homeomorphisms onto open subsets of  [21, §2.4].

Lemma 1.4.15. Let (; be an étale groupoid. If the unit space ( is discrete, then ( is discrete,
and for every n > 0 the space of n-composables (;,, is discrete.

Proof. Assume (g is discrete.

e (;is discrete. Since (; is étale, the range map r : ; — (g is a local homeomorphism. Fix
g € Gandsetu :=r(g) € (. Because ( is discrete, the singleton {u} is open. As ris a local
homeomorphism, there exists an open neighbourhood U C 9 of gsuch thatr|y, : U — r(U)
is a homeomorphism onto an open subset r(U) C go- Then r(U) N {u} is open in r(U),
hence U’ := (r|) "1 (r(U) N {u}) is open in U, hence open in g Moreover ¢ € U" and
r(U") = {u}. Since r|;; is injective, U’ contains at most one point, hence U’ = {g}. Thus {g}
is open in , so (; is discrete.

e (" is discrete for all n > 0. For n = 0 we have (j, discrete by assumption. For n > 1, the
product (" is discrete because (; is discrete.

The space (j,, of composable n-tuples is a subspace of (;”, hence discrete as well. O

Definition 1.4.16. A subset X C (g is called full if r(sH(X)) = Go-

Definition 1.4.17 (Kakutani equivalence [14, Definition 3.8]). Let § and # be étale groupoids.
We say that (j and #{ are Kakutani equivalent if there exist full clopen subsets X C (j and
Y C Hj such that the reductions §|x and #|y are isomorphic as étale groupoids.

Remark 1.4.18. Let ( be an étale groupoid and let X C (, be clopen and full. The reduction §|x
has unit space X and arrow space QIX = {g € g | rg,(g) e X, Sg(g) € X}. Since X is clopen,
the subsets rél (X) and sél (X) are open in g, and hence QIX = rél X)n sél (X) is openin g
The structure maps of (j|x are the restrictions of those of (;:

Tl = Tolgle i = Sglge @M = &gl g— g7

with composition defined whenever sg(g) = rg(h) € X. Since G and 5 are local homeomor-
phisms, their restrictions "Gix and S|y, are local homeomorphisms as well. Thus (lx is again
an étale groupoid with unit space X. Fullness of X, that is rg(sgl (X)) = Go, means that every
unit x € () is the range of some arrow whose source lies in X. This means that every (-orbit
meets X. Hence the reduction gl x still sees the entire orbit structure of g If g| x = M|y for
full clopen X C (j and Y C Hy, then  and J{ have the same dynamics up to cutting down to
representatives in X and Y, which is what Kakutani equivalence is designed to capture.

Lemma 1.4.19 ([21, Lemma 2.4.9]). If (; is second countable, Hausdorff, and étale, then (;;
admits a countable base consisting of open bisections.
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Proof. Let 23 be a countable base for the topology on (. Fix B € 8. For every 7y € B, since (;is
étale there exists an open bisection U., C (;; with v € U,, C B. Thus {U,},¢p is an open cover
of B by open bisections. Since (j; is second countable, it is Lindeldf, so there exists a countable
subcover {Up ,,},,en of B by open bisections. Define

W:={Ug,|BeB, ne N}

Then U} is countable. To see that U is a base, let W C (j; be open and v € W. Choose B € 3
with ¥ € B C W. Since {Up ,,},en covers B, there exists n with v € Ug ,, € B C W. Hence W is
a countable base consisting of open bisections. O

Corollary 1.4.20 ([21, Corollary 2.4.10]). If ( is étale, then for every x € ( the sets r~1(x),
s~1(x), and gx ={y e g | r(7y) = s(7y) = x} are discrete in the subspace topology.

Proof. Fixx € go and ¢y € r~1(x). Since g is étale, there exists an open bisection U C Q with
7 € U. On U the restriction r|;; : U — r(U) is injective, so U N r~1(x) contains at most one
point. Since r(7y) = x, we have U N r1(x) = {7}, and {9} is open in the subspace r~1(x).
Thus r~!(x) is discrete. The same argument applied to s shows that s~1 (x) is discrete. Now let
v E gx =r~1(x) N s~ (x). From the first two steps there exist open sets U, U; C g such that
U,Nnr~1(x) = {y}and U;Ns~(x) = {7}. Then (Urﬂus)ﬂgx = (U,Nnr 1 (x)NU;Ns H(x)) =
{7}, s0 {7} is open in the subspace (... Therefore (j, is discrete. O

Lemma 1.4.21 ([21, Lemma 2.4.11]). Let ( be a topological groupoid. If the range map
r: G — (o is open, then the multiplication m : (;, — (; is an open map. In particular, m is open
for any étale groupoid.

Proof. Let U,V C gbe open and let (#, B) € Qg NUxV),soax € U, €V and the product
ap is defined. We show that af is an interior point of

UV:i={uvipel, veV,su =r@)}=m(UxV)nG).

Fix a decreasing neighbourhood base (U]-) ie] of win g, with each LI]- C U. Since r is open, each
r(u]-) is an open neighbourhood of r(a) = r(ap) in go- Let (7;);c; be anetin gwith Y = «p.
Then r(v;) - r(aB) = r(a). For each j € |, the set r(llj) is an open neighbourhood of r(«), so
there exists iy (j) € I such thatr(y;) € r(l,l]-) for all i > iy(j). For each pair (i,j) with i > iy (j),
choose Xy € Uj such that r((x(i,j)) =r(y;). Let D := {(i,j) € I x] | i > iy(j)}, directed by
(i,j) < (',j)ifi < i andj < j'. Then agj — was (i) tends to infinity in D. Moreover,
inversion is continuous, hence ot(_i,lj) — a~ 1. For each (i, j) € D the pair (oz(_i,lj),’yi) lies in QQ
because s(zx(i}j)) =r(agj) =17 By continuity of multiplication,

‘X(_,',l]')’}’z' —~alap) =B

in (j along the net indexed by D. Since V is an open neighbourhood of g, there exists (i1,j;) € D
such that zx(‘ilj)'yi € Vforall (i,j) > (iy,j;). Forsuch (i, j) we have a; ;, € U, oc(‘i,lj)'yi € V, and the

7,
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pair (“(i,j)r“(_i,lj)%) is composable. Therefore 7; = a(; ;) (zx(_l-,lj)'yi) € UV for all sufficiently large
(i,7). Since (y;) was an arbitrary net converging to af, this shows that ap lies in the interior of
UV. Hence UV is open and m is an open map. If (; is étale, then r is a local homeomorphism,
hence an open map, so m is open. O

Principal (-bundles enter naturally when one wants to express Morita equivalence in geo-
metric rather than purely functorial terms. In our setting, Morita equivalent étale groupoids
are related by principal bibundles, and these bibundles are built from right and left principal
G-bundles as in the definition below. Introducing principal bundles therefore prepares the
ground for describing Morita equivalence via correspondences, and for proving that invariants
such as Moore homology are preserved under these geometric equivalences of groupoids.

Definition 1.4.22 (Principal §-bundle [4, §1.6]). Let X be a topological space and (; an étale
groupoid. A right principal G-bundle over X consists of a topological space P, a surjective open
map 77 : P - X, ananchore: P — go, and a continuous right action P ;x, Qq -P, (g —p-g
defined when e(p) = r(g), such thate(p-g) =s(g),p - 1€(p) =p,(p-g)-h=p-(gh), and the
canonical map of fibre products P ;x, G; = P ;. P, (p,g) = (p,p - &), is a homeomorphism.

In the context of Morita equivalence we do not only need right principal grbundles, but
bundles that carry in addition a compatible action of a second groupoid K. A K-equivariant
principal (-bundle is precisely a principal (-bundle together with a left K-action which com-
mutes with the right (-action and respects the projection to the base. Such objects organise into
(K, g)-bibundles and give the geometric realisation of Morita equivalences between K and g
In particular, every Morita equivalence can be encoded by a K-equivariant principal (-bundle,
and conversely these bibundles provide the correct framework to transport structures such as
homology and cohomology functorially along equivalences of étale groupoids.

Definition 1.4.23 ([4, §1.6]). Let K and (; be étale groupoids.
A K-equivariant principal G-bundle consists of:

e atopological space P together with continuous maps 77 : P — Ky, e : P — (,

e a continuous right graction with anchor ¢, P exrg 91 - P,(p,g) — p- g defined whenever
e(p) =14(8), such thate(p-g) = 568, P Loy =P, (P-8) -h =p - (gh) for all composable
g he gl, and the canonical map of fibre products © : Psxrgq - P x.P,(p,8 ~ (p,r-g),
is a homeomorphism. In particular, 7t : P — K is a surjective open map and (P, 77, ¢) is a
principal right G-bundle over K in the sense defined above,

e a continuous left K-action with anchor 77, K; x, P — P, (k,p) — k - p, defined whenever
sy (k) = (p), such that w(k - p) = ry(k), 17r(p> -p=p, k) -p=k-(L-p) for all composable
k,t e Ky, and e(k - p) = e(p) for all (k,p) € Ky %, P,

o the left K-action and the right graction commute, (k-p) -g =k - (p-g) whenever defined.

This says that the left K-action is by bundle automorphisms of the principal right G-bundle
(P, 7, €): the map © is K-equivariant for the diagonal K-action on P %, P and the induced
K-action on P ¢x, (. A morphism of K-equivariant principal (-bundles is a homeomorphism
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f:P—Psuchthatn’' =mof,e' =eof,f(k-p) =k-f(p)andf(p-g) =f(p)-g. Isomorphism
classes of such objects are the generalised morphisms K --» (; [4, §1.6]. To apply the homology
theories of [5, 13, 14] we adopt the setting of [4, §1.8]. Throughout, all groupoids are étale and
their unit and morphism spaces are Hausdorff, locally compact and second countable. Under
these standing assumptions the nerves (;,, inherit compatible topologies, the bisection bases of
Lemma 1.4.19 exist, the fibres in Corollary 1.4.20 are discrete and the multiplication is open by
Lemma 1.4.21. These properties enter both the construction of convolution algebras [21] and
the homology long exact sequences [14].
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2 Moore HoMmorocy AND COHOMOLOGY

Let A be a topological abelian group, written additively with neutral element 0,4. A subset of a
topological space is called clopen if it is both closed and open. A topological space is totally
disconnected if each of its connected components is a singleton. A Cantor set is a compact
metrizable totally disconnected perfect space. A compact metrizable totally disconnected space
is a Cantor set if and only if it has no isolated points. Any two Cantor sets are homeomorphic.
Unless stated otherwise, all groupoids (; considered below are second countable locally compact
and Hausdorff. When we say that (; is étale we mean that the source map s : § — (5 is a local
homeomorphism. Then r = s o i is a local homeomorphism as well, where i(y) = 7_1. This
convention is used in [21, §2] and [13, §2.1]. For a locally compact Hausdorff space X we write
C.(X, A) for the abelian group of continuous functions f : X — A with compact support, where

supp(f) := {x € X [ f(x) # 04}.

If X is compact, we abbreviate C.(X,A) by C(X, A), since every continuous f : X — A then
has compact support. With pointwise addition, both C.(X, A) and C(X, A) are abelian groups.
This section relies on the recent theory of Matui [13, 14, 15] and Sims et. al. [6, 20, 21].

2.1 CoVARIANT PUSHFORWARD

Pushing forward along a local homeomorphism lets one transport compactly supported A-
valued functions from X to Y by summing over fibres. This construction will be used to define
maps induced by the structure maps of étale groupoids on compactly supported chains.

Definition 2.1.1 (Pushforward). Let ¢ : X — Y be a local homeomorphism between locally
compact Hausdorff spaces. For f € C.(X, A) define ¢.f : Y - Aby

()W) == Z f(x) forally €Y.
xE¢p~1(y)

This is well defined: for each y € Y the fibre ¢! (y) is discrete, hence supp(f) N ¢! ()
is a compact discrete space and therefore finite, so the sum has only finitely many nonzero
terms. The empty sum is 04. We next show that taking the pushforward is compatible with
composition of local homeomorphisms.
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Proposition 2.1.2. Let A be a topological abelian group. Let ¢: X — Yand ¢': Y — Z be local
homeomorphisms between locally compact Hausdorff spaces. For every f € C.(X,A),

(9" o P).f = P.(9.f) € CZ,A).
We need a technical lemma as preparation.

Lemma 2.1.3. Let ¢: X — Y be a local homeomorphism between locally compact Hausdorff
spaces, and let K C X be compact. For every vy, € Y there exist an open neighborhood V of y,
an integer m € Ny, and pairwise disjoint open sets Uy, ..., U,,, C X such that

m
pt(V)NKC [JU; and ¢y U, SV
i=1

is a homeomorphism for each i € {1, ..., m}.

Proof. 1f gb_l(yo) N K = @, then yy & ¢(K). Since ¢(K) is compact and Y is Hausdorff, ¢(K) is
closed. Hence there is an open neighborhood V of i, with VN ¢(K) = @. Then c/)_l (V)NK =0,
and the conclusion holds with m = 0.

Otherwise, for each x € ¢~!(yy) N K choose open sets U, o x and V, 3 y, such that
Ply,: Uy, > Vyisa homeomorphism. The fibre <p‘1(y0) is discrete, hence (,b‘l (yo) NKisa
discrete subspace of the compact Hausdorff space K, and therefore finite; enumerate it as
{x1,...,x,,}. Since X is Hausdorff and {x, ..., x,,,} is finite, after shrinking we may assume that
the U, are pairwise disjoint. Set V := Nty V.. and replace each U, by U, := (¢|Ux‘)_1(V).
Then ¢ly;_ : Uy, =, V is a homeomorphism for each i, and the U,, remain pairwise disjé)int. We
claim thatl, after possibly shrinking V, one has ¢—1 (V)YNKC U’;;l U, If not, there exist a net
(yA)rinY withyy — ypand pointszy € (¢~ (y1)NK)\U;.; Uy, By compactness of K, pass toa
subnet withz, — z € K. Continuity of ¢ gives ¢(z) = y,. Thusz € ¢~ (o) NK = {xq, ..., x,,,} C
Ufll U,,. Since U?ll Uy, is open, this implies z, € U?il U,, eventually, a contradiction. O

Proof of Proposition 2.1.2. Letf € C.(X,A) and set K := supp(f).
1. Pointwise equality: Forz € Z,

@GN =Y @HH= ) Y [

yeEP~H(z) yEP' 1 (z) xEP~1(Y)
= ) f@O=¢pNH@.
xE(P'og)~1(z)

These sums are well defined and finite: for each y € Y, the fibre qb_l (y) is discrete, hence
([7_1 (y) N Kiis a discrete subspace of the compact Hausdorff space K, and therefore finite,
so only finitely many x contribute. For fixed z € Z, the fibre <p’—1 (z) is discrete and ¢ (K)
is compact, so ¢’ (z) N ¢(K) is finite, hence only finitely many y contribute.

2. ¢.f € C.(Y,A): Fixyy € Y. By Lemma 2.1.3 applied to K, there exist an open neigh-
borhood V 3 y, and finitely many pairwise disjoint open sets Uy, ..., U,,, C X such that
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Ply,: U; - Vis a homeomorphism and ¢~ ' (V)NK C U~ U;. Lets;: V - U, be the
inverse ((Plul.)_l- Fory e V, (¢.f/)(y) = Z?;lf(si(y)), where the sum is finite (and is
04 if m = 0). This is a finite sum of continuous maps, hence continuous. Since y, was
arbitrary, ¢,f is continuous on Y. If y & ¢(K), then (,b_l(y) NK = @, hence (¢,.f)(y) = 04.
Therefore supp(¢,f) C ¢(K). Since ¢(K) is compact, we have ¢,.f € C.(Y,A).
3. ¢.(¢.f) € C.(Z,A): Apply 2. to ¢" and the compact set K’ := supp(¢,f) C Y to obtain
L(p.f) € C(Z,A).
Combining 1.-3. yields (¢' o ¢),f = ¢, (¢.f) in C.(Z, A). O

Corollary 2.1.4. Let A be a topological abelian group. Then C.(—, A) is a covariant functor
from the category LCH of locally compact Hausdorff spaces with local homeomorphisms as
morphisms to the category Ab of abelian groups.

Proof.
e Objects and arrows. For a locally compact Hausdorff space X, the set C.(X, A) of continu-
ous, compactly supported maps f : X — A is an abelian group under pointwise addition.
If ¢: X — Yis alocal homeomorphism, define

@HW = > fx) foryeY.
xE¢p~1(y)

e Well-definedness of ¢,. By Lemma 2.1.3, each fibre ¢! (y) is discrete and meets supp(f) in
only finitely many points, so the sum is finite in A. The continuity of ¢,f on Y and the inclu-
sion supp(¢,f) C ¢(supp(f)), hence compactness, were established in Proposition 2.1.2.
¢.: Co(X,A) - C.(Y,A) is well-defined.

e Homomorphism property. Forf,g € C.(X,A) andy € Y,

PF+HW = Y (F@+g@)= Y f@+ Y g@) =S+ P.gWy),

xep~1(y) xep~1(y) xep~1(y)

so ¢, is a group homomorphism.
e Functoriality. For the identity, if idx: X — X then (idx) ™' (y) = {y}, hence (idx).f (y) =
f(y) and (idy), = idCE(X’ A)- It Y — Zis another local homeomorphism, then forz € Z,

GpH@D= Y Y f= Y )= (@op)H),

yeP1(z) xep~1(y) XE(Pop)~1(z)

where interchanging the sums is valid because only finitely many terms are nonzero as
above. In particular, Proposition 2.1.2 yields (¢ o ¢), = 1, © ¢,.
Therefore C.(—,A): LCH — Ab is a covariant functor. O

Let A be a topological abelian group. The constructions above show that C.(—, A) assigns
to every local homeomorphism a pushforward group homomorphism, and that these maps
are compatible with composition, see Proposition 2.1.2. Consequently, any diagram of locally
compact Hausdorff spaces with local homeomorphisms as arrows gives rise, after applying
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C.(—,A) and pushforward, to a diagram of abelian groups. This functoriality is exactly what is
needed to turn simplicial structure maps into boundary operators.

A simplicial space X, consists of spaces X, for n > 0, face maps d;: X,, —» X,,_; and
degeneracy maps o;: X, — X, satisfying the simplicial identities. Assume that all d;
and c; are local homeomorphisms between locally compact Hausdorff spaces. Then each
(dp),: Co(X,,,A) = C.(X,,_1,A) is well-defined, and we obtain a chain complex of abelian
groups by setting 9,, := Z?zo(—l)i(di)*: C.(X,,A) - C.(X,,_1,A). The simplicial relations
did; = d;_yd; for i < j, together with functoriality of pushforward, imply 9,,_; 9, = 0. We
write H,,(X; A) := H,,(C.(X,,A), d,) for the resulting homology groups. Our primary applica-
tion will be to étale groupoids. If § 3 ( is étale, its nerve (, has (j, the space of composable
n-tuples, with face and degeneracy maps induced by the structure maps 7, s, u, i and multipli-
cation. In the étale setting these induced maps are local homeomorphisms.! Therefore the
preceding construction applies to g., and we define H,, (Q;A) :=H, (CC(Q,, A), d,), the Moore
homology of g with coefficients in A, which we develop next.

2.2 SIMPLICIAL SPACES

For an étale groupoid (; we need a canonical way to package finite composable strings of arrows
so that the groupoid operations (units, inversion, and composition) are reflected by structure
maps in a functorial topological object. The standard construction is the nerve (,, a simplicial
space whose n-simplices are composable n-tuples in (; and whose face and degeneracy maps
are induced by the groupoid structure.

e SetC, := C.((y,,A) and use the face maps d;: (j,, » (,,_; to define the boundary 9,, :=
Z?zo(—l)i(cli)>6 :C, - C,_1. If g is étale, then each d; is a local homeomorphism, hence
(d;), is well defined on C.(—, A) by Definition 2.1.1. The simplicial identities d;d; = d;_,d;
for i < j, together with compatibility of pushforward with composition from Proposi-
tion 2.1.2, imply d,,_1 o d,, = 0. Thus (Cc(g,,A), d,) is a chain complex, and its homology
defines the Moore homology of (; with coefficients in A.

e The simplicial space (, also has a geometric realization B(j, which provides a standard
model for a classifying space of (j. This gives a conceptual link to classical constructions,
but the Moore complex C..((,, A) is generally not the singular chain complex of B(;, which
can be seen in Example 2.3.16. The nerve viewpoint is used to organize functoriality and
exactness for compactly supported chains.

e An étale homomorphism of étale groupoids ¢: K — ( induces a simplicial map
Ng¢: K, — (, whose components are local homeomorphisms. Applying pushforward

! The unit map u: (, — (;is a continuous section of the local homeomorphism s, hence a homeomorphism onto
an open subset of (. The inversion map is a homeomorphism. The multiplication map m: (, — § is a local
homeomorphism: for each (g,h) € Qz one can choose open bisections U,V C g withg € U, h € Vand
s(U) =r(V),and then m: U x, V — UV is a homeomorphism onto an open subset of Q The remaining face
and degeneracy maps are obtained from these maps by finite products and pullbacks, which preserve local
homeomorphisms.
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degreewise yields a chain map (¢,,),: C.(K,,A) - Cc(gn,A), hence induced homomor-
phisms H,,(K;A) - H,, (Q;A). In the ample setting, reductions to full clopen subsets and,
more generally, Kakutani equivalences will therefore yield canonical isomorphisms on
Moore homology (see Theorem 2.5.5).

e The simplicial structure also supplies standard homological algebra: normalized complexes,
spectral sequences from filtrations of the nerve, long exact sequences associated to short
exact sequences of chain complexes, and Mayer—Vietoris type constructions arising from
clopen saturated covers and reductions.

To formalize nerves and, more generally, simplicial objects, we use the simplex category A,
which encodes the combinatorics of faces and degeneracies of simplices. Contravariant functors
from A to a category C are simplicial objects in C, and the relations in A yield the simplicial
identities, including those needed to ensure d,,_; o d,, = 0 in the associated Moore complex.

Definition 2.2.1 (Simplex Category). Define the set of objects and morphisms between objects as

Ob(A) = {[n] | ne N/ [n] = {OI 1/"'/”}}/

Hompy ([m], [n]) = {0: [m] — [n] | is order-preserving}.

The morphism set is Mor(A) := | | Homy ([m], [n]). Composition is function composition

m,neN

o: Homp ([1], [p]) x Homp ([m], [n]) = Homu([m], [p]), (1,0) = 108,

and the identity on [n] is id[,,; € Homu ([1], [1]). This makes A a small category.
1. Generators and relations. For n > 1 and 0 < i < n, the coface map St [n—1] - [n]is
the injective order-preserving map and for n > 0 and 0 < j < n, the codegeneracy map
o/ [n+ 1] - [n] is the surjective order-preserving map for 0 < k < n

k fork < i, . {k, fork <j,

5'(ky=1" ol (k) =
k+1, fork>i. k—1, fork>j+1.

These maps generate all morphisms of A and satisfy
86t =515/ fori <,
ool = olg/ fori < j,
Sigi=1, fori<j,
o6t = idp,;, fori=jori=j+1,
o=l fori> j+ 1
2. Opposite category A°F. Ob(A°P) = Ob(A), Homper ([11], [m]) = Homy ([m], [n]), with

composition reversed. Writing d; := (6")°P: [n] - [n — 1],s;:= (09)°P: [n] - [n + 1], the
above relations become the simplicial identities for the d; and s;.
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To turn the combinatorics of simplices into topological input for chain complexes, we package
the spaces of “n-simplices” together with their face and degeneracy operations into a single
object. This is the natural setting for nerves of groupoids and for the Moore chain complex
built from pushforward along face maps.

Definition 2.2.2 (Simplicial space). A family (X,,, (d;),, (sj)fzo)nzo of topological spaces with
continuous face maps d;: X, — X;,_; and degeneracy mapss;: X,, — X, is called a simplicial
space if the simplicial identities hold:

Sj—ldi/ fori < j,
didy=d;_yd; fori<j, s;s;=s;45; fori<j, dgs;=3idy, fori=jori=j+1,

sidi_1, fori>j+1.

Remark 2.2.3. In other words, a simplicial space is a functor X, : A°’ — Top. In our applications
we assume X,, € LCH for all n, so it suffices to regard X, as a functor X, : A°* - LCH. For the
definition of the opposite simplex category A°P we refer to Definition 2.2.1.

Simplicial spaces are best viewed as functors X, : A°°’ — Top. Accordingly, a map f, : X, —
Y, should be a morphism of such functors, that is, a natural transformation. Concretely, it is a
family (f,,),,>0 commuting with all face and degeneracy maps.

Definition 2.2.4 (Maps of simplicial spaces). A map f,: X, = Y, is a natural transformation,
i.e. a family of continuous maps f,: X,, — Y, for n > 0 such that the following diagrams
commute. Foreveryn >1and 0 <i <n,and foreveryn >0and0<j<mn,

X, — 5y, X, —" 5y,

X Y
A

Xn—l ﬁ Yn—lr Xn+1 ﬁ Yn+1'

To define homology from an étale groupoid (j, we need a systematic way to package all
composable strings of arrows together with the structural operations (source, range, units,
inversion, multiplication) so that the resulting spaces vary functorially under étale homomor-
phisms of groupoids. The standard tool for this is the nerve (,: its n-simplices are composable
n-tuples, and the simplicial operators are obtained by composing adjacent arrows or inserting
units. This provides the simplicial space on which the Moore chain complex C.((,,, A) is
built. Let (g, go, r,s,m, 1) be an étale groupoid with unit space Qo and range/source maps
7,8: g - go. Since Q is étale, s is a local homeomorphism, hence r = s o (—=71) is a local
homeomorphism as well. Write 92 ={(g,h) € 9 X g ls(g) =r(h)} = str gfor the space
of composable pairs, with projections p;, p,. Composition is the continuous map m: ¢, — ¢,
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2 Moore Homology and Cohomology

written left—to—right: ¢ - h := m(g, h) is defined when s(g) = r(h), with s(g - h) = s(h) and

G —"— G —=3 Go.

N

For n > 0 define the levels of the nerve, see Definition 2.3.1, by

r(g - h) = r(g). Diagrammatically,

Go=Go, G :=1{(&1,,8n) € G"I5(g)) =7(giy1) fori € {1,...,n —1}} forn>1,

with the subspace topology from g”. In particular, gq = g

When convenient, we abbreviate an n-tuple (g1, ...,8,) € gn by g, and we write g; --- g,, for
its composite. This is unambiguous: since g € (,,, all intermediate products are defined, and
associativity of the groupoid multiplication implies that every parenthesization yields the same
arrow in g In particular, g, - g, € gsatisfies r(g1-8&n) =1(g1) and s(g1 -+ &) = 5(g,)-

We fix the indexing of the groupoid once and for all. While the unit space is often written
G, we write (j, to emphasize that we organize ( via its nerve ,: the 0-simplices are exactly
the units, (; = (, and (,, is the space of composable n-tuples. With this convention the face
maps d; : G, — G,,_; and degeneracies s; : (j,, — (,,,1 always change the simplicial degree by
+1, and we avoid additional parenthesized notations for composability spaces. This alignment
is tailored to the Moore-complex viewpoint. In degree 1 the chain group is C.((,, A), and the
boundary is the alternating sum d,, = Z?:o (=1)/(d,),. Thus the single index n simultaneously
records the simplicial level, the underlying space (;,,, and the corresponding chain group,
which keeps later degreewise constructions readable (pushforwards, functoriality, and exact
sequences), all of them living on the simplicial object (;,, see Definition 2.3.1.

Remark 2.2.5. For n > 2 one may identify (;,, with the iterated fibre product

gsxr gsxr s Xy g;

n factors

the composability condition s(g;) = r(g;,1) is then built into the pullback. Under this descrip-
tion the endpoint faces dy, d,, forget the first, respectively last, arrow, while the inner faces
d; compose the (i,i + 1)-entries. Finally, in the étale setting the structure maps of the nerve
are local homeomorphisms, hence have discrete fibres; combined with compact support, this
ensures that the fibrewise sums defining pushforwards (d;), are finite, and therefore that the
Moore boundary formula is well defined.
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Definition 2.2.6 (Face and degeneracy maps [14, p. 4]). Let (j be an étale groupoid with unit
map u: Qo - Qq = g Forn >1andi € {0,1,...,n} define d;: gn - gn_l,and forn > 0 and
j€{0,1,...,n} define 5 gn — gn+1,by

s(g1), ifn=1,i=0,
r(g1), ifn=1,i=1,
di(8) = 1(g2, -, 8n), ifn>2,i=0,
(1,+-,8i *Qiv1sr-,8n), fn>2,1<i<n-1,
(81, 8n-1), ifn>2,i=mn,
u(x), ifn=0, g=x€ (o,
S]'(g) ) (u(r(@1)),81s---,8n)» iftn>1,j=0,
Q1+, 8jr U(r(&j41)), §j1s -+, 8n), N =2, 1<j<n-1,
(81, -/ &ns U(5(8))), itn>1,j=mn,

where g = (g1, ...,§,) forn > 1.
Proposition 2.2.7. (G, = (G, (d)]L,, (s]-)]’?zo) >0 18 a simplicial space.

Proof. We verify simplicial identities by computations of the formulas from Definition 2.2.6.
e Continuity: For n > 2, the maps d, and d,, are coordinate projections dy(g1,..-,8,) =
(2, --,8n) and d,,(g1,---,82) = (§1,---,8n—1), hence continuous. For1 < i < n —1,
di(§1,-+,8n) = (§1,++,8i * §i+1, -+, &n), Which is obtained by composing a projection (,, —
gz, (1, ++-,8n) — (i, 8i41), wWithm : Qz - g, and then inserting the product back into the
tuple, hence d; is continuous. Forn =1, dy = s and d; = r, hence continuous. Each s; is
defined by inserting a unit u(-) into a tuple and leaving all other entries unchanged, so s; is
a product of coordinate projections with u, hence continuous.
e Face-face identities: Fixn >2,0<i<j<mn,and g = (g1,...,81) € gn.
We show didj(g) = dj_ldl-(g) by cases.
Casen =2: Theng = (31,92) € QQ
Recall that after applying one face map we land in (; = (j, and thend, =s,d; = 1.
If (4,j) = (0,1), then

d1(81,82) = &1 82, dod1(81,82) =5(81 - &2) = 5($2),
do(81,82) = &2/ dodo(81,82) = 5(82)-
If (4,7) = (0,2), then
d>(81,82) = &1, dod2(81,82) = 5(81),
dy(81,82) = &2, d1dy(81,82) = 1(82) =5(81),

using s(g1) = r(g2)-
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o If (i,j) = (1,2), then
d>(81,82) = &1/ didy(81,82) = 1(g1),
d1(81,82) = 8182, 4141(81,82) =7(g1 - &2) = 7(g1)-

Case n = 3: Then g = (g1,82,83) € (3. First record the faces:

do(81,82,83) = (82,83),
d1(81,82,83) = (81 82,83),
d>(81,82,83) = (81,82 83),
d3(81,82,83) = (§1,82)-

Now check all (7,j) with0 <i <j < 3:
e If (i,j) = (0,1), then
dod1(81,82,83) = do(§1 - §2/83) = 3/
dodo(81,82,83) = d0(82,83) = g3
e If (i,j) = (0,2), then
dod>(81,82,83) = d0(81,82°83) = &2 $3/
d1dy(81,82,83) = 41(82,83) = &2 * &3-
e If (i,j) = (0,3), then
dod3(81,82,83) = do(81,82) = S/
ddy(81,82,83) = d2(82,83) = &o-
o If (i,j) = (1,2), then
d1d;($1,82,83) = d1(81,82 - 83) = 81" (82 83),
d1d1(81,82,83) = d1(81°82,83) = (§1°82) - &3/
which are equal by associativity.
e If (i,j) = (1,3), then
d1d3(81,82,83) = 41(81,$2) = &1 &2,
dyd1(81,82,83) = d2(81°82/83) = &1 §2-
o If (i,j) = (2,3), then

drd3(81,82,83) = d2(81,82) = &1,
drdy(81,82,83) = d2(81,82* &3) = &1-
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Casen>4:Fix0<i<j<n
¢ Subcasei =0:
- Ifj =1, then

di(g) = (&1

©82/83/+++18n)s

dOdl(g) = (831---/&7),
dO(g) = (gZI-'-/gn)/
dodo(8) = (83, -+, 8n)-

- If2<j<n-1,then

d;(8) = (§1/,8j-1,8j " §j+1/8j+27 -+ 18n)s

dod;(8) = (82/--/8j-1,8) * &j+1,8j+27 -+ 1 &n)
do(8) = (82, /8n)

di_1d0(8) = (82, 8j-1,8j * §j+1/&j+27 1 &n)-

- Ifj = n, then
d,(g) =
dod, (8) =
do(g) =
dy_1do(8) =

e Subcasel <i<n-—-landj=nmn:
- If1<i<n-2,then

d,(g) = (g1, ..
dd,(g) = (g1,
d;(g) = (g1,
dy1d;(8) = (1,

- Ifi=n-—1,then

d,(8) = (g1,
d,_1d,(8) = (g1, -
dy-1(8) = (&1,
dy_1dy-1(8) = (81,
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e Subcasel <i<j<n-1:
- If j = i+ 2, then d; composes (g;,8j,1) and d; composes (g;, g;41), which are

disjoint pairs. Hence

did;(8) = (&1, -/ 8i~1, §i " §i+1s Qw2+ 8j—1/ & * 8j+1s §j+2s -+ &n)
= d]—ldl<g)

- Ifj=i+1,then

didi1(8) = (§1,++-,8i—1, & * (Qix1 " §i+2)r Si+3r -+ 18n)
did;(g) = (§1/--,8i-1, (&i " &i+1) * Git2s Git3r 1 8n)s

which are equal by associativity.
Thus didj = d]-_ldi foralln >2and0<i<j<n.
e Degeneracy-degeneracy identities: Fixn >0,0<i<j<n,and g € (,.
We show sisj(g) = ]-+1si(g) by cases.
Casen =0:
Theni=j=0andg=x€ QO Using r(u(x)) = x = s(u(x)),

S0So (x) = sg(u(x)) = (u(r(u(x))),u(x)) = (u(x), u(x)),
$150(x) = sy (u(x)) = (u(x),u(s(u(x)))) = (u(x),u(x)).

Casen > 1: Write g = (g1, ...,8,)-
e Ifj=0,theni=0and

So(g) = (u(r(81)), 81, -+ +8n)»
S0So(g) = (u(r(u(r(g1)))), u(r(§1)),81,---,8&n) = W(r(g1)), u(r(€1)), 81, +8n)»
$180(8) = (u(r(g1)), u(r(€1)), 81, - 8n)-

o If1<j<n-—1 thensi(g) = (g1, -, U(r(gjs1)),§jx1, - &n)-
- Ifi =0, then

S051(8) = (U(r(81)), 81/, &y U(r(8j4+1)), &1/ &) = 5j4+150(8)-

- If1<i<j, then

8i5;(8) = (1, -+, &ir U(1(8i41)), 8iv1s -/ &jr U(T(8j11)), &j+1s -+ 1 8n )y
8j+15i(8) = (81, &ir U(r(8i41)), &in1s -+, &jr W1 (8j41)), &j1s -/ 8n)-

o Ifj=mn,thens,(g) = (g1, n U(5(gn)))-
- If0<i<n-1,then

Sisn(g) = (gll"'Igi/u(r(gi+1))/gi+1/""gnlu(s(gn))> = Sn+1sz’(g>'
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- If i = n, then using s(u(x)) = x,

$,51(8) = (81, -+, & U(8(g1)), u(5(81))) = $,,415,(8)-

e Face-degeneracy identities: Fixn > 0,0 <j<n,and g € ,.
We verify that forall0 <i<n+1,

Sj—ldil fori < j,
dis; = idqn, fori=jori=j+1,
dei—l/ fori > ] + 1.

Casen = 0: Then j = 0 and g = x € (g, 50 5¢(x) = u(x). Thus

dpsg(x) =s(u(x)) =x,

d1sg(x) = r(u(x)) = x.

Casen > 1: Write g = (g1, ...,8,)-

® Subcasej = 0: Thensy(g) = (u(r(g1)),81,---,8n)-
- Ifi =0, thendysg(g) = (g1,---,81) = &
- Ifi =1, then

d15o(g) = (u(r(g1)) * 81,82, +8n) = (§1/++-,8n) = &

by the left unit law u(r(g1)) - §1 = §1-
- If2 <i<mn,then

d;80(8) = (u(r(§1)),81,+++8i=2,8i—1 * §irSi+1r -1 8n) = S0di—1(8)-
- Ifi=n+1,then
dy1150(8) = (u(r(81)),81/ -+, 8n—1) = Sody (g)-

e Subcasel <j<n—1: Then 5i(8) = (81, -+, & U (&j41)),&j41/ -+ 1 8n)-
- If i <j, then

d;sj(8) = (81, -+, 8i-1,8i " Qi+1:8it2s 1 & U (&j41)), & 417 -+ 1 &n) = Sj—14;(8).

- Ifi = j, then
djsi(8) = (1, -+,8j-1, & - U(r(8+1)), &1, -+ /8n) = &
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- Ifi=j+1,then

di18/(8) = (§1, -+, 8js U(r(gjx1)) " &1/ Gjw2s -+ 8n) = &

- Iftj+2<i<mn,then

disj(g) = (gl,---,g]-, M(T(8j+1)), 8j+1s -+ 18i-2/ 8i-1 " &ir Sit1r-r8n) = dei—l(g)~

- Ifi=n+1, then

A 15/(8) = (818 Ur(Q11)), Gt 8n1) = 5 (8)-

Subcase j = n: Thens, (g) = (g1, -+, &n, U(S5(g,))).-
- If 0 <i < n,then

A8, (8) = (§1/ -, 8i—1, & * Qi1 Sit2r -+ &ns W(S(§4))) = Sy_1d;(8).
- If i = n, then

dnsn(g) = (81/~~-,gn—1/ 8n u(S(gn))) =g

- Ifi=n+1,thend, 15,(8) = (1,.-,8n) = &
Therefore all simplicial identities hold, and (gn, @iy, (sj);‘zo) a0 isa simplicial space. [

Starting from the simplex category A from Definition 2.2.1, a simplicial space is, by definition,
a functor X, : A°? — Top: the objects [n] give the levels X,,, and the generating maps in A,
cofaces ' and codegeneracies ¢/, correspond in A% to face maps d; and degeneracy maps
S satisfying the simplicial identities. For an étale groupoid (g, go, r,s,m, 1), the nerve g,
is obtained by taking (,, to be the space of composable n-tuples and by defining d; and s;
via the structure maps 7,s,m,u as in Definition 2.2.6. Proposition 2.2.7 verifies by explicit
computation that these maps satisfy the simplicial identities, hence (, is a simplicial space.
Since (; is étale, each face map d;: (,, — (j,,_; is a local homeomorphism. Therefore the push-
forward construction from Definition 2.1.1 applies and yields well-defined homomorphisms
(d),: CC(QH,A) - Cc(gn_l,A), compatible with composition by Proposition 2.1.2. Moreover,
forf € C.(G,, A) one has supp((d;).f) C d;(supp(f)), and continuity and compact support are
ensured by Lemma 2.1.3.

2.3 Homorocy Grours

Groupoid homology in this work is built from compactly supported chains on the spaces of
composable strings of arrows. The nerve construction packages these spaces, together with the
algebraic operations of a groupoid, into a single simplicial space in a functorial way, so that
later chain-level constructions are automatically compatible with functors of groupoids.
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Definition 2.3.1 (Nerve functor for groupoids). Let (Top be the category of topological
groupoids with continuous functors, and let sTop := Fun(A°P, Top) be the category of simplicial
spaces with simplicial maps. Define an assignment N: GTop — sTop as follows.
e On objects. Let ( be a groupoid with source and range maps s,7: (j; — (o, unit map
u: go - gq, and multiplication written left to right: -y - 77 is defined when s(7) = (7). Set
N (g) = g,, where go is the unit space and, forn > 1,

Gn =1, 10) € Gi' 15(81) = 1(g141) for 1 < i < mj,

endowed with the subspace topology from G’
Forn > 1and 0 < i < n, define the face maps d;: (, — G,,_1 by

s(71), n=1,i=0,
(Y1), n=1i=1,

Ai (Y1 Yn) 5= (Y2roee s T n>2,i=0,
(Y1), 8 " Siv1rorUn), n=22,1<i<n-1,
(Y1, 8n-1), n>=>2,i=n.

Forn > 0 and 0 < j < n, define the degeneracy maps s;: (, = (,,1 by

u(x), n:O,j:O,xEQO,
U Y1)) Y10 V) n>1,j=0,
5;(’71/--~/7n> = .
(’)’1/---/gj/ u(r(g]'+1>)/ gj+1/---r')/n)/ n 2 2/ 1 S] S n-—= 1’
(’)/1/"'/’)/71/ u(s(’)/n)>)/ n 2 1’ ] =n.

These maps agree with Definition 2.2.6, written in left-to-right convention s(g;) = 7(g;1)-
e On morphisms. For a continuous functor ¢ := (¢y,¢1): H — (, define N¢ by setting
¢o: Hy — Go and ¢, : H, - G (hy, e ) = (91(he), .., @1 (hy)) forn > 1.

Proposition 2.3.2. The assignment N from Definition 2.3.1 defines a functor N: (Top — sTop.

Proof. Let ¢ = (9o, ¢1): H — (be a continuous functor of topological groupoids.
e Well-definedness and continuity on each level. If (y, ..., h,) € H,, thens(h;) = r(h;,q)
for1 <i < n. Usingso @y =@gosandro @, = ¢gor, weobtain

s(@1(h)) = @o(s(hy)) = @o(r(hi1)) = r(@1(hiy),
0 ¢, (hy, ..., hy) € Gy, Continuity follows because ¢, is the restriction of the continuous

map ¢;": H — (f to the subspaces H,, C Hf' and (j,, C Gi'. The case n = 0 is the
continuity of ¢.
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e Commutation with face maps. Forn = land h € M,

do(@1(h)) = s(@1(h) = @o(s(h)) = @o(dg(h)),
dy(@1(h)) = r(@1(h)) = @o(r(h)) = @o(dy(h)).

Forn > 2and (hy,...,h,) € H,, thecasesi = 0 and i = n are immediate from the coordinate
descriptions. For1 <i<n -1,
di(@n(hy, . 1)) = (@1(hy), oo, @1 () - @1(higq), oo, @1 ()
= (@1(h1), e, @1(hy - Biyq), o, 91 ()
= Pn-1 (di(hlf rhn))l

using @1 (h; - hpy1) = @1(hy) - @1 (Biyq).
e Commutation with degeneracy maps. For n = 0 and x € H,,

@1(8p(x)) = @1 (u(x)) = u(@y(x)) = sg(@y(x)).

Forn >1and (hy,..., h,) € H,, the cases j = 0 and j = n follow from ¢, o u = u o ¢y and
the identities o 1 = @y o7, 50 ¢ = @pos. For1 <j<n—Tlandn>2,
si(@n(hy, oo 1)) = (@1(h1), oo, @1 (), u(r (@1 (B ), @1(Bipr), oo, @1 ()
= (@1(h1), e, @1 (), w(@o(r(hjs1))), @1(Mpy), e, @1 ()
= (1), e, @1(hy), @1 (U(r(hi1))), @1(Bjyr), oo, 91 (hy)
= @uy1(s;(ny, .o ).

e Functoriality. For the identity functor idg one has Nidg = idg. levelwise. If ¢: (; —» K and
p: H > G, thenforn > 1,

N@@ o @)y(hy, ..., by) = (P1(@1(h1)), oo, 1 (@1(1y)))
= (N¢,, o Ng,)(hy,..., hy,),

and similarly for n = 0. Hence N (¢ o ¢) = Ny o No.
O

Remark 2.3.3. For a topological groupoid, these structure maps agree with Definition 2.2.6, and
Proposition 2.2.7 verifies the simplicial identities in this setting.
2.3.1 CLASSIFYING SPACES

The nerve (j, records the algebraic structure of an étale groupoid (; in a simplicial object, hence
in a form amenable to homological constructions via compactly supported chains. At the
same time, the nerve has an intrinsic topological meaning: it presents a canonical space whose
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homotopy type captures the global geometry encoded by (;. This space is the classifying space
of the groupoid. There are two reasons why the classifying space is central in our context.

1. First, it provides the conceptual bridge between groupoid homology defined from the
simplicial space (, and familiar invariants from algebraic topology. In particular, it
clarifies why the simplicial machinery is the correct setting: the simplicial structure maps
of the nerve are precisely what is needed to build a space by gluing simplices along faces,
and the resulting homotopy type is functorial in (.

2. Second, the classifying space is the natural recipient of Morita invariance: for étale
groupoids, Morita equivalences induce weak homotopy equivalences on nerves, hence
do not change the homotopy type of the associated classifying spaces. In principle Morita
equivalent groupoids represent the same underlying geometric object.

In this section we recall the construction of the geometric realization B(; and define the clas-
sifying space B(; of a topological groupoid ( as the realization of its nerve. We also record
the functoriality properties needed later: continuous functors of groupoids induce continuous
maps on classifying spaces, and the passage g — Bg is compatible with the nerve functor N
from Definition 2.3.1.

Definition 2.3.4 (Classifying space [4, §1.7]). Let G, = (G, ()], (5 ]’7=o>neNo be the nerve
of a topological groupoid (. The geometric realization of (, is the quotient

5= (1] <o)/~

where A" := {(ty,...,t,) € [0,1]" | Z]’LO tp =1} is the standard n-simplex, and ~ is the
smallest equivalence relation such that
(dix,t) ~ (x,0't) foralln>1,0<i<n x€(, teA",

(six,t) ~ (x,0't) foralln >0,0<i<n xe€(, te At
where the coface and codegeneracy maps on simplices are

S AL S AT (tg, e tyq) = (Bgy e tii, Ot e tyl),

(Til An+1 - An, (to, ...,tn+1) — (to, "'Iti—ll ti + ti+1l ti+21 ...,tn+1).
The space B(; is called the classifying space of .

The classifying space B( classifies principal (-bundles over paracompact spaces [4, §1.7].
In particular, if ¢ : H = (; is a Morita equivalence, then H and (; present the same quotient
geometry, so one expects B/ and B(; to have the same weak homotopy type. Theorem 2.3.5
makes this precise by giving an explicit proof that the induced map By : B} — B(; is a weak
homotopy equivalence. The argument is organised around Quillen’s Theorem A. For each
Yy € (o we consider the comma groupoid ¢ | y, whose objects are arrows a : ¢ (x) = yin §
and whose morphisms are the arrows in H making the evident triangles commute. We show
that ¢ | y has a terminal object, obtained from essential surjectivity and full faithfulness of
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@ in Definition 1.4.10. From this we construct a simplicial strong deformation retraction of
the nerve N¢ | y onto a vertex: letting p : ¢ | y — 1 be the unique functor to the terminal
category and choosing a sections : 1 — ¢ | y picking the terminal object, we build a natural
transformation 7 : id = s o p, which induces a contraction after geometric realization. Hence
B | y is contractible for every y, and Quillen’s Theorem A implies that B¢ is a weak homotopy
equivalence. This has an immediate homological consequence: for every discrete abelian group
A, the induced map B¢ yields isomorphisms

HIMS(BH; A) = Hfj“g(Bg;A) for all n > 0.

Accordingly, any invariant extracted functorially from B(; and invariant under weak homotopy
equivalence is automatically Morita invariant. In the present thesis this provides the homo-
topical backdrop for Morita invariance: although our Moore homology is defined on the nerve
via compactly supported chains rather than via singular chains on B(, the weak equivalence
B# ~ B( explains why Morita equivalent groupoids should encode the same homological
information and guides the chain-level constructions establishing invariance in our setting.

Theorem 2.3.5 ([6, Theorem 3.12, Lemma 4.3]). Let ¢ : /{ = (; be a Morita equivalence in
the sense of Definition 1.4.10. Then the induced map on classifying spaces By : B — B(;is a
weak homotopy equivalence. This means that for every k > 0 and every basepoint b € BH, the
induced map 7 (B}, b) = 7k (BG, Be(b)) is an isomorphism.

Proof. The strategy is to apply Quillen’s Theorem A to the functor ¢ : H — (;. Concretely,
for each y € (4 we study the comma groupoid ¢ | y and show that its classifying space is
contractible; the conclusion then follows formally from Quillen’s Theorem A.

e Well-definedness and continuity of Bg. Let q);: | | _,4{, x A" - BH and qG: Unso Gn %

n>0

A" — B(; be the quotient maps. Define

@ := | | (@, xidpn): || HyxA" > | | G, x A",

n>0 n>0 n>0

which is continuous by the coproduct topology. We show that ® respects the generating
relations of the geometric realizations. We use that N¢ is simplicial, this is verified next,
and is built into Definition 2.3.1. If (d;x,t) ~ (x,6t) with x € H,, and t € A"~1, then

qD(di-xlt) = (¢n—1 (dix)/t) = (dz q)n(x>/t) ~ (@n(x)/(sit) = CI)(XI 5lt)
Similarly, if (s;x,t) ~ (x,c't) with x € },, and t € A"*!, then
D(s,2, 1) = (@41 (%), 1) = (5; 9, (x),1) ~ (@, (x),0't) = D(x,0't).

Since ~ is the smallest equivalence relation containing these generating relations, it follows
that qg o P is constant on ¢ j-equivalence classes. Hence ® descends to a unique map
Bg: BH — B(jsuch that By o g, = g, o D.

By the universal property of quotient maps By is continuous.
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e Simplicial maps N¢. Let ¢ = (¢g, 1) : /l — ( be a continuous functor of topological
groupoids. For n > 1 define ¢, : },, = Gy, (hy, ..., 1) = (p1(17), -, @1 (hy,)).
Well-definedness: If (1, ..., h,) € H,, thens(h;) = r)(h;; 1) for 1 <i < n. Using 5¢ °

91 = Poosyand 150 py = poory, we obtain s (91 (1) = Po(s(h) = 9o (ry(his)) =
rg((/)l(hi+1)), so (¢1(h1), ..., ¢1(hy,)) € Gy, Hence ¢,, is well defined.

Continuity: The map ¢}" : H{* — (" is continuous. Since #{, C }{{" and §j,, C G carry
the subspace topologies and " (H,) C G, the restriction ¢,, = ¢}"| i, Hy = G, is
continuous. The map ¢, is continuous by assumption.

Simpliciality. By the formulas in Definition 2.2.6, and since ¢ preserves multiplication
and units, ¢ (h- h") = @1 (h) ‘GP1 (h"), o1 (uy(x)) = ug(q)o(x)), one checks foralln > 1
and 0 < i < n that

dzg °Py =Py ° diHr
5) 0 @ = Puyp oSl
o Casei=0:
A4 (@i, ... 1) = A3 (1), ..., ()
= (phy), ..., p(hy))
= q)n_l(hz,...,hn)

= @1 (d}l(hy, ..., hy)).
o Casel<i<n-1:

(9, oo 1)) = d (pUy), ., 9U))
= (phy), e, @Chis1) o @(hy), ., @(Ity))
= (¢hy), .., @hizq o hy), ..., @(hy,))
=@u_1(hy, ..., hiyq1 o hy, ... hy)
= @ua (df'(hy, .. 1)),
where the third equality uses functoriality of ¢ for composition, namely ¢ (h; 1 0h;) =
P(hit1) o p(hy).
e Casei=mn:
Al (pu e 1)) = AL (@), o )
= (p(hy), -, 9(hy 1))
= @u_1(hy, e hyg)
= @ua ()l .. 1)),

Hence d? 0@y =@u_1odlforall0<i<n.
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Then
S (@allt e 1)) =51 (@), e, )
= (@hy), o, 9(h), Lpnpy, @(hig1), -, @(hy))
= (@), ..., @), (1), ¢(hiy), ..., ¢(hy))
= @1 (hy, oo by 1y i, o, )
= Qi1 (/' (hy, oo 1)),

where the third equality uses functoriality of ¢ for identities, namely ¢(1,,) = 15,
Thus Ng = (@,,),,>0 is a simplicial map N/ — NG.

Induced map on geometric realizations: Passing to geometric realizations yields a
continuous map Bg : B}l — B(.

1. Definition on the disjoint unions. Each ¢,, is continuous since it is the restriction
of the continuous product map ¢f : H' — Gf. Define F : [[, 4, x A" —
L1,.50 Gn x A" by the restrictions F, : 4, x A" — G, x A", F,(x,t) = (¢,,(x),t). Each
F,, is continuous, hence F is continuous.

2. Quotient model and target statement. Let

Q[ Hxa" = BH, qq: ] ] Guxa® - BG

n>0 n>0

be the quotient maps, so

BH = (1| Hux8")/ ~p BG = (1] Gux2")/ ~g
n=0 n>0

where ~ ), is the smallest equivalence relation such that foralln > 1,all0 <i < n,
allx € H,, allt € A", (dﬁx,t) ~y (x,0't),and foralln > 0,all0 < i < n, all
x € H,,allt € A™1, (sﬂx, t) ~y (x,0't), with 6 and ¢ as in Definition 2.3.1. The
relation ~; is defined analogously with d? and s;.q.

It suffices to show that F preserves ~ ), in the sense thata ~;, b = F(a) ~q F ().
Then there exists a unique map By : B/ — B(; such that Bp o g,y = qg° F, hence

the diagram commutes

F
I—InZO H, x A" —— ano gn x A"

‘M\L \L’Jg

BH > BG.

By

3. Verification on generators of the relation. Fixn > 1and 0 <i < n.
For face generators: Let x € J{,, and t € A"~!. Then

F(d]'x,t) = (pu_1(d]'x),1).
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Using the simplicial identities, d;g o Pp = Py_1 o dJl, this equals
(@ (@00, ) ~g (9,0, 8't) = F(x,8'D),

hence F(d!'x, t) ~g F(x,8).
For degeneracy generators: Fixn >0and 0 <i < n,letx € }{, and t € A1,
Then

F(Siﬂx't) = (@n+1 (Slﬂx),t),

Using the simplicial identities, s?' °QP, = Ppiq © sl).{, hence
(s?(q)n(x)), t) ~g (@, (x), o't) = F(x,o't).

Therefore F(sf{x, t) ~G F(x,c't).
Thus F preserves the generating relations of ~;, hence F preserves ~ ;.

4. Existence and continuity of the induced map. By 3. the composite qg oF is constant
on ~; equivalence classes. Therefore there exists a unique map By : B} — B(
such that Bpog), = qq° F. This identity implies commutativity of the diagram in 2.
The map By is continuous since g, is a quotient map and qG° F is continuous.

e The comma groupoid ¢ | y: To apply Quillen’s Theorem A to the map on classifying
spaces induced by ¢, we need a concrete model for the homotopy fibre of By over each unit
Yy € (. This model is provided by the comma groupoid ¢ | y, whose objects are arrows of
G landing in y with source in the image of ¢, and whose morphisms record how these
arrows vary along arrows of }. Let ¢ = (¢, ¢1) : #{ — (3 be a functor of small categories
and fix y € (. Define

Obg |y :={(x,a) € Hyx (| s(a) = ¢y (x), (&) = y}.

Thus an object of the comma groupoid is an object x € # together with an arrow « :
@o(x) = yin G. For (x,a), (x',a') € Obg | y set

Hom,,, ((x,a), (x",&")) = {h € My | s(h) =x, r(h) =x', &’ - @1 (h) = a}.

Thus morphisms are those arrows / : x — x’ in H for which the triangle

Po(x) - >y
4’1%1 /'
@o(x")

commutes in Q The identity at (x,a) is 1(,,) = 1, € H,. Indeed s(1,) = x = r(1,)

and, since ¢ preserves units, & - ¢1(1,) = a -1 y =801, € Homfply((x,zx), (x,a)).

@o(x
Givenh € Homq,ly((x,zx), (x',a"))and h' € Homq,ly((x’,zx’), (x",a")), define composition
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by transport from 4{, i’ 'q)lyh := h'-yh € Hy. This is well defined because s(h’ -h) = s(h) = x

and r(h' - h) = r(h') = x”, and functoriality of ¢, gives

2 - @r(h -h)y =a" - (@1 (W) - @1 (h))
= (a" - p1(0)) - p1(h)
=a' - @q(h)

= Q.

Associativity and unit laws hold because they hold in H. If } and (; are groupoids, then
@ | y is again a groupoid: if &’ - ¢; (h) = a, then multiplying on the right by ¢, (h)~! yields

a- @ (7l = (@ - p1(h) - 1 (h)~1

— o' — Al
=a' -1, 0 =0,

so ™t € Hom,,, ((x',&'), (x, ).

Finally, ¢ | y is small since Ob ¢ | y C H x Gy and Hom,,, ((x,a), (x',a’)) C M.
Terminal object in ¢ | y. Fixy € (o. To show that the relevant comma groupoid has
contractible classifying space, we produce a terminal object and then contract its nerve.
Since ¢ : H = (is a Morita equivalence as in Definition 1.4.10, the essential surjectivity
condition yields an element x, € Hy and an arrow g € gl such thatr(g) = ¢o(xg),5(8) = v.
Because gisagroupoid,gis invertible. Thens(g_l) =1(g) = @o(xg) and r(g_l) =5(g) =y,
SO (xo,g_l) € Ob g | y. We claim that (xo,g_l) is terminalin ¢ | y. Let (x,a) e Obg | vy,
so s(a) = ¢g(x) and r(a) = y. Observe that s((g_l)_l) = r(g_l) =y = r(a). Moreover,
using the source/range rules for left-to-right multiplication,

_1)_1 —1)—1

s((g ) =s(a) = @o(x), (g ca) =r((gH ™) =s(g7h) = @o(xo),

so(gH1.ae Gr (@0 (x), @o(xp))- By the fully faithful condition in Definition 1.4.10, the
map ¢, induces a bijection 4, (x, x;) — (1 (9o (x), @o(x0)). Hence there exists a unique
h € Hy(x,xo) with @1 (h) = (¢71)~! - &. Then

g gty =g ((g7H 1 a)
=@t @ghH -«
=1,

— a,

soh € Hommy((x,zx), (xO,g_l)). Ifk: (x,a) » (xo,g_l) is any other morphism in ¢ | y,

then ¢=1 - @1 (k) = a = g71 - ¢ (h). Left-multiplying by (¢~1)~! gives @, (k) = ¢, (h), and
by injectivity of @; : 41 (x, o) — G1(po(x), @o(xp)) we conclude k = h. Thus every object

admits a unique morphism to (x, g_l ), and (xq, g_l) is terminal.
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e A simplicial deformation retraction of N¢ |y onto a point. To apply Quillen’s Theorem A
to Bp, we must understand the comma groupoids ¢ | y. Since we have exhibited a terminal
object T in ¢ | y, it is enough to show directly that Bg | y is contractible. We do this
constructively by writing down an explicit simplicial homotopy which contracts the nerve
Ng |y to the 0-simplex corresponding to T. Fix y € (g and let T := (x, g HeObply
be the terminal object constructed above. Let 1 be the terminal category, p : ¢ ly — 1 the
unique functor, and s : 1 — ¢ |y the section with s(x) = T, where * is the unique object of
1. There is a natural transformation 7 : id,,, = s o p whose component 77, ) : (x,a) — Tis
the unique morphism; in particular 77 = id. We identify N1 = A? and set

r=Np:Nely - A% i:=Ns:A° > Ngly.

Thenroi = idjo andior = N(sop). Foreachn > 0and 0 < k < n define a map
Hy: Nely, - Noly,,, as follows: given an n-simplex a we define Hy(a) by

h h h,
a=(ag—ay —> - —5>a, €ENgly,
h hy a id id
Hk(a) - (ao _1) _]) ai __k_) T _I_T_, _I_T_, T)
Concretely, we insert 77, _: a, — T after the k-th arrow and then fill the remaining arrows
with identities of T, which is consistent because (s o p) sends every morphism to id;. We
now verify that (Hy)o<k<, is a simplicial homotopy from i o r to Nid,. The required
identities are: dyHy = iorand d,,1H,, = Nid,,, and foralln > 0and 0 < k <n,

Hi_1dy, for0< <k, {Hkﬂsg, for0 <0<k,
Ser =

deHy =
Hydy_q, fork<t<n+1, Hisy_q, fork < {<n.

Faces. For b = (b, CENWE.LLZN b,41) EN@ly,,1andfor1 <€ <mn,

do(b) = (bl 2’ @’ bn+1)/

dyyr () = (b &5 - E8 g,

dg(b) — (bo &) 8i8i+1 8n+1 bn+1>-

Leta € Noly,. First,
Ma i i i i
doHo(a) = do(ﬂo ——0—) T —li]l) _li]; T) = (T—liT—) —liT—) T) = (io]")(a),

h h 7 h h
dn+lHn<a) = dn+1(a0 — e ay e T) = (ao — e an) =a.

Nowfix0<k<nand1 <0<n+1.
If 1 <€ <k, dy composes two arrows among h, ..., hy and does not involve 7, " hence

der(a) = Hk—l d@(a).
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h Na
If { = k, then d) composes h; with the inserted arrow 7, : a;_4 —- 4 —5 T. We have

Na, © Mk = 1,_,, hence

gy May_y

diHy(a) = (ag — - Ag_1 T— -

- — T) = Hk—l dk(a).

If ¢ =k + 1, then dy,; composes 7, with the next arrow idr, so idr o7, = 7, and
dk+1Hk(a) = Hk dk(a).

Ifk +1 < ¢ <n+1, then d, only acts in the tail of Hi(a), where all arrows are idt, so
dyHi(a) = Hy(a). Also dy_ acts on a only at indices strictly larger than k, hence it does
not change 4y, so

d@Hk(a) = Hk d@—l (a)

Degeneracies. For b = (b, &, . b,11) € Nely, 4, the degeneracy s, inserts an

identity at by:

id
se(b) = (b 2 o 2 by —5 b S L 3L g ), for0<E<n+ 1.

Leta e Noly,. If 0 < € <k, then s; inserts an identity arrow somewhere in the initial

h h
segment a; — -+ —> a; before the arrow 7, .- Thus the vertex at which we insert 7
shifts from position k to position k + 1, and we get

ser(a) = Hk+l s@(a).

If k < € < n, then sy inserts an identity arrow in the part of a strictly after a;. In Hy(a)
this entire part has been replaced by the constant tail of identities of T, so inserting such
an identity commutes with inserting 7, and only changes indices in the evident way:

Sng(a) = Hk Sp—1 (a).

e Contractibility of By |y. For each n > 0, the simplicial set A? has a unique n-simplex. Its
image under i = Ns : A » Ng |y is the degenerate n-simplex
id id
TS 55T eNgly,
Since i = id7, inserting # after the k-th arrow does not change this simplex, except for
adding one more identity arrow. Concretely, foralln > 0and 0 < k < n, Hi o i, = s, 0 i,,.
In particular, the simplicial homotopy H is stationary on the image of i. Therefore (r,i, H)

is a simplicial strong deformation retraction of N¢ | y onto the vertex i(x) = Ns(x), that is,
the O-simplex corresponding to T. Thus, Bg |y is contractible.
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e Strong deformation retraction (Br,Bi,BH). To pass from the simplicial homotopy
(Hy)p<k<n to an ordinary homotopy on geometric realizations, we use the standard prism
decomposition of A" x [0,1], see [17, Chapter 14]. For n > 0 and 0 < k < n define

At A" x[0,1] - AL

u, )~ (A=7ug, ..., A = Duy, 7, (1 = T)ttyq, ..., 1 = Tuy,),
and let

Ri:={(,7) €A x[0,1]| ) u;<1-T <) w}.
j<k i<k

Then (Ry)}_, covers A" x [0,1], because for each (u, T) the number 1 — 7 € [0,1] lies
in the interval [Z] <k Yjr Zj <k uj] for some k, since the partial sums Z]. < 4 form an in-
creasing chain from 0 to 1. Also Ay (u, 7) € A" for every (u, T), since all coordinates are
nonnegative and

n+1 n

Y M Ti=1-D)) w+r=01-1)-1+7=1
i=0 i=0
Let

q: || Nely, xA" - Boly

n>0
be the realization quotient map. For each n > 0 define a map
H,: Noply, x A" x[0,1] » Noly,.q x A"*1
by the piecewise rule

H\n(x, u, 7) := (Hp(x), Ay(u, 7)) whenever (u,7T) € Ry.

Set H := L0 H,.
Compat;bility on overlaps in the simplex factor by explicit expansion. The only
overlaps are R; N Ry,1. On such an overlap we compare the two affine formulas A, and
Ak41 using the standard degeneracy map

oFHL AL S AT R (g, tn) = (Fos e b e T tesas Beass e s Bgt)-
For every (u, 7) € A" x [0,1] one computes

A, ) = (1= Tug, ..., =Dy, T, (1= Dy, 1 — Dhgip, ..., (1 = THuy,),
N, ) = (= Tug, oo, A =Dy, T+ (1= Dttgyq, (1= Thgin, ..., (1 = T)uy,),
Ap1(, T) = (A= Dug, e, 1 = TDthpy1, T, 1= Dttgyn, ..., (1 — Tuy,),

N1, ) = (1= Dug, oo, (1= Dt (1= Dthgyq + 7, (1= Dby, -, (1 = Tuty,).
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The two n-tuples are identical term by term, so
N, ) = cFH N (u,T) forall (u,T) € A" x [0,1]. (2.3.1)

Compatibility on overlaps in the nerve factor by explicit expansion. Let x € N¢ |y,

hy

be written as x = (ay — a1 —> -

h
— a,,). Then

h h Ma id id
Hk(x) — (go _1) _k) ay _k) T _T) _T) T)/
hy Iy 7 Magpq o, idry idr
Hiyq(x) = (ag — - — ay Ags1 T— - —T).

Apply the face operator d;,; on N¢ ly,,,1, which composes the (k+1)-stand (k+2)-nd

Ma id
arrows. For Hy(x) the relevant consecutive pair is a; -5 T-5T,s0

h h idr o7, id id
B Hy0) = (a9 2 - 2 g % 7 2, K1, )
hl I’lk y]ﬂk idT idT
:(ao—)---—>ak—) —)—)T)
Mageyq idr

For Hy, 1 (x) the relevant consecutive pairis a1 —— T — T, so

hy By Rieyr idrota, idy idp
Arp1Hgp1(0) = (g — -+ — Aeyq T-5L .5 7T)
hy By B Mayyq idy idy
= (ﬂo—)n.—)ak Afe41 T_)_)T)

Now apply the simplicial homotopy identity already verified for faces in the special
case L =k +1,d; 1Hyy1 = Hidyyr, dpp1Hy = Hidy, and expand dy 1 (x) and di.(x) as
explicit strings. The only nontrivial composition that appears is the composition of
Wiy1 = ag = agyq with g, 2 apq — T. By the naturality identity 77, = 7, © hg4q, this
composite equals 7, . Therefore the two (1 + 1)-simplices dj 1 Hy(x) and dy 1 Hy 1 (%)
become literally identical strings after expanding the unique composite, hence

A1 He () = diy1Hiy (0. (2.3.2)

Descent of H to the realization. The geometric realization identifies (d;z, u) with
(z,0'u) and (s;z, u) with (z,c'u). On R N Ry, 1, the two representatives
(Hk(x)//\k(u/ T))/ (Hk+l (x)/Ak+1 (l/l, T))

map under ¢**+1 in the simplex factor to the same n-tuple by (2.3.1). They also map
under d;, ; in the nerve factor to the same (n+1)-simplex by (2.3.2). Thus they represent
the same point in the quotient defining Bg | y. Consequently H respects the generating
relations of the realization and descends to a unique continuous map

BH:Bplyx[0,1]1 » Bply with BHo (gxid) =qo H.
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Endpoints and stationarity. For T = 0 one has
A, 0) = (ug, ..., Uy, 0, Up 41, -0, Uy,),

s0 Ax(u,0) is obtained from u € A" by inserting a zero coordinate. In the realization
this is identified with u via the standard face inclusion that inserts 0 in the (k + 1)-st
coordinate. Therefore BH(—,0) = B(i o r) = Bi o Br.

For Tt = 1onehas Ai(u,1) = ¢, 1 € A1 hence ﬁn(x, u,1) represents the (k + 1)-st
vertex of the simplex supporting the (n + 1)-simplex Hy(x). By the defining simplicial
homotopy identities, the realization BH is a homotopy with endpoints BH(—,0) =
Bi o Br,BH(—,1) = idBW. Also Br o Bi = idgyo since p o s = id;. Stationarity of H
at i(x) means Hy (i(*)) = si(i(x)) for all k, hence H fixes i(*) for all 7, and therefore
BH(i(%), T) = i(x). Thus BH is a strong deformation retraction of Bg |y onto i(x).

e Continuous homotopy. The preceding construction is the standard realization of a sim-
plicial homotopy, see [17, Chapter 14]. Alternatively, one may appeal to the realization
lemma for simplicial homotopies, see [8, Chapter I, §4] or [16, §11]. We record the endpoint
computations.

Let BH be the unique map with BH o (g xid) = go H. Fixn > 0,x € N ly,, u € A". At
T = 0 we have (1,0) € R,,, hence

BH(q(x,u),0) = q(H,(x),A,,(4,0)) = q(H,(x), (ug, ..., u,,0)) = q(Hn(x),(S”*lu).
By the defining realization relation (d,,,1z,t) ~ (z,6"*1t) we obtain
q(Hn(x)/5n+lu) = q(dn+1Hn(x)ru)'

Since d, ,1H, = iqu,%, this gives BH(q(x,u),0) = q(x,u), hence BH(—,0) = idBW.
At T =1wehave Ay(u,1) = e, and (u,1) € Ry, hence

BH(q(x,u),1) = q(Hy(x),Ag(u, 1)) = q(Hy(x),eq).

The vertex e; € A" is §°(x) where « € AY. Thus, again by the defining realization relation
(doz,t) ~ (z,8°), g(Ho(x),e1) = q(Hy(x),8%%) = q(dyHy(x), *). Since dyHg = i o 1,

BH(q(x,u),1) = q((ior)(x),*) = (BioBr)(q(x,u)), hence BH(—,1) = BioBr.

Since p o s = id;, we have r o i = id,o and hence Br o Bi = idg,0. Moreover, 7y = idy
implies Hy o i, = spoi,foralln > 0and 0 < k < n, so BH(i(x),T) = i(x) for all
T € [0,1]. Consequently, (Br, Bi, BH™") is a strong deformation retraction of By | y onto
Bi(BAY) = {i(x)}, where BH™ (z,T) := BH(z,1 — 7).
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2 Moore Homology and Cohomology

® Quillen’s Theorem A. Let ¢ : H = (; be a Morita equivalence in the sense of Defini-
tion 1.4.10. By the previous step, ¢ induces a simplicial map N¢ : N} — N(, hence a
continuous map on classifying spaces

By : BM — BG.

Fix y € (. Consider the comma groupoid ¢ | y constructed above: its objects are pairs
(x,a) with x € Hyand & : ¢y(x) - yin G, and its morphisms are those / : x = x" in H
satisfying &’ - ¢1 (h) = a. We have shown that ¢ | y admits a terminal object T = (xy, &),
obtained from essential surjectivity and full faithfulness of ¢. We then constructed an
explicit simplicial strong deformation retraction of N (¢ |y) onto the vertex corresponding
to T, hence B(¢ly) is contractible. Since y € (j, was arbitrary, B(¢ | y) is contractible for
every y € (. Quillen’s Theorem A [19, Theorem A] applies to the functor ¢ : }{ - §
and yields that the induced map on classifying spaces B : B} — B(; is a weak homotopy
equivalence. This means that for every k > 0 and every basepoint b € BH the induced map
on homotopy groups is an isomorphism

m.(BH, b) = m(BG, Bp(b)).
O

Theorem 2.3.5 identifies Morita equivalence as the correct homotopical notion of equivalence
at the level of classifying spaces: if ¢ : } = (; is Morita, then B/ ~ B(. In particular, any
invariant that is functorially extracted from B(; and invariant under weak homotopy equivalence
is automatically Morita invariant. This is a useful benchmark for our later constructions: it
clarifies that Morita equivalent groupoids are indistinguishable from the viewpoint of the
homotopy type of the quotient geometry encoded by the nerve. At the same time, the Moore
chain complex C.(G,, A) is built from compactly supported, for discrete A locally constant
A-valued functions on the levels (;,,, and it is generally not the singular chain complex of B(,
see Example 2.3.16. Consequently, Morita invariance of B(; does not by itself imply Morita
invariance of Moore homology: there is no a priori mechanism that identifies C.(4{,, A) with
C. (g., A) from the weak equivalence B H =~ Bg. What Theorem 2.3.5 does provide is the correct
conceptual interpretation: any discrepancy between Moore homology and singular homology
of B( is not an artefact of the Morita representative, but an intrinsic feature of the compactly
supported Moore model. In particular, if one seeks a comparison map from Moore homology to
H fmg(Bg;A), then the theorem forces such a comparison, when it exists, to be Morita invariant
on the B(-side, while the Moore side requires independent invariance arguments at chain level.

Theorem 2.3.5 relates to Moore homology in two ways:

1. It justifies Morita equivalence as the natural notion of sameness for ample groupoids:
it preserves the quotient geometry, so any homology theory intended to reflect that
geometry should be Morita invariant.
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2. It clarifies what is specific to Moore homology: since our chains live in Cc(g., A) rather
than in the singular complex of Bg, Morita invariance cannot be deduced from B} ~ B Q
alone, but must be proved by explicit chain-level constructions. This is precisely the point
of the pushforward formalism and the exact-sequence machinery developed later.

The Moore complex is tailored to ample groupoids. If (; is ample and étale, then each (,, is
locally compact and totally disconnected, hence locally constant compactly supported functions
are generated by characteristic functions of compact open subsets. Consequently, C.((,, Z)
admits a concrete description in terms of compact open pieces of (;,,, and the boundary maps
are given by pushforward along the face maps, which are local homeomorphisms in the étale
setting. This yields a homology theory that is computationally tractable and stable under the
operations that are natural for ample groupoids: restriction to clopen saturated reductions,
compatibility with long exact sequences, and Mayer—Vietoris sequences for clopen covers. In
this sense, the Moore complex encodes the locally compact, totally disconnected geometry that
is central in the ample setting but largely invisible to singular chains on B(.

This leads to concrete open questions:

Question 1. What are criteria under which Moore homology agrees with a classical homology
of B(, for instance, under hypotheses on (; or on the coefficient group A?

Question 2. Even when agreement fails, when is there a natural transformation from Moore
homology to H. JU8(B Q;A) or to other invariants of g?

Question 3. Since our theory is designed for topological coefficient groups A, to what extent does
Morita invariance persist beyond the discrete case? In particular, which additional hypotheses
on A (or on () ensure that Morita equivalent groupoids have isomorphic Moore homology
with coefficients in A, given that this is not a formal consequence of Theorem 2.3.5?

2.3.2 Tue Moore COMPLEX

Let ( be a topological groupoid. A functor [n] — ( is the same as a composable n-tuple
(81,---,8n) € gn. Assume g is étale, so the structure maps s, r: g - go are local homeo-
morphisms. Then the unit map u: Gy — § is a local homeomorphism. Indeed, for x € (
choose an open bisection U 3 u(x). Then s|;;: U — s(U) is a homeomorphism onto an open
neighborhood of x, and u = (sly) "t on s(U). Inversion (=) 1: Q - g is a homeomorphism.
Multiplication m: QQ = g $X; Q - gis a local homeomorphism. For (g,h) € 92 choose open
bisections U 3 g, V 3 h with s(U) = r(V). Then U 4%, V is open in gz, UV is open in g, and
mlyx,v: Ugx, V- UV is a homeomorphism.

Hence all simplicial structure maps of the nerve g, are local homeomorphisms. Forn > 1, the
endpoint faces dy, d,,: G, — (,_; are the projections forgetting g; or g,,. Since (j,, is an iterated
fibre product along s and r, these maps are base changes of r or s, hence local homeomorphisms.
For1 < i < n —1, the face map d; composes (g;,g;+1) and fixes the other coordinates. It is
the restriction of iclg1 Xyt X T Xy e X, idg,1 to the relevant fibre product, hence a local
homeomorphism because m is. Each degeneracy s;: (j, — (., inserts a unit via u in the j-th
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2 Moore Homology and Cohomology

slot and is a local homeomorphism by the same product and base-change reasoning. Thus the
maps d; and s; assemble to the nerve G, = (G, (47, (51)/20) n>0"

We will use only the face maps to define boundary operators and therefore work with the
corresponding semi-simplicial structure.

Definition 2.3.6. A semi-simplicial abelian group consists of abelian groups (4,,),,> together
with group homomorphismsd;: A, - A,,_; forn > 1and 0 < i < n, such that

didj =d;_1d; foralln>2and0<i<j<n.

Remark 2.3.7. In other words, a semi-simplicial abelian group is a functor A, : Aiorg — Ab, where

Ay denotes the wide subcategory of the simplex category A with the same objects [n] and
whose morphisms are the injective order-preserving maps. In particular, A is an ordinary

small category, and we do not view it as an internal category in Top.

Definition 2.3.8. A simplicial abelian group consists of abelian groups (A,,), >0, face maps
di: A, - A,y forn = 1and 0 < i < n, and degeneracy maps s;: A, —» A, forn > 0 and
0 <j < n, all group homomorphisms, such that for all valid indices,
dld] = dj—ldi fOI'i < j,
SiS]‘ =S5i41Si fori < j,
Sj—ldi’ fori < j,
disj = idy , fori=jori=j+1,
dei—ll fori > ] + 1.
Remark 2.3.9. In other words, a simplicial abelian group is a functor A,: A°’ — Ab, where A is
the simplex category.

Corollary 2.3.10 ([8, Example 1.4]). Let G, = (G, (d)iL,, (sj)]’.’:O)n20 be the nerve of an étale
groupoid (, as in Definition 2.3.1. Then

Cc(Qo/A) = (CC(QHIA) )VlZO

is a simplicial abelian group with face maps and degeneracy maps

(d;)y: Cc(gn,A) - Cc(gn—le) forn>1,0<i<n,
(a1 Ce(G, A) > Co(Gyr,A) forn=0,0<j<n,

defined by pushforward along the local homeomorphisms d; and s;.

Proof. Since (; is étale, each face map d; and each degeneracy map s; of (, is a local home-
omorphism. Therefore pushforward is defined in every degree. More precisely, for a local
homeomorphism ¢: X — Y, Definition 2.1.1 gives a homomorphism ¢,, and Proposition 2.1.2
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shows that ¢, maps C.(X,A) to C.(Y,A) and preserves compact support. Moreover, push-
forward is functorial for composition, so for composable local homeomorphisms ¢, ¢ one has
(Yo @), = ¢, o ¢,. Applying this to the simplicial identities among the maps d; and s; in §,, we
obtain the corresponding identities for (d;), and (5)) Hence Cc(g,,A) is a simplicial abelian
group in the sense of Definition 2.3.8. O

Proposition 2.3.11 (Moore complex). For n > 1 define
n .
Oy 1= Y (=1 (d))y: Ce(Gu A) = Ce(G1, A),
i=0

and set d := 0. Then (C.(G,, A), 9,,)
with coefficients in A.

>0 18 a chain complex. We call it the Moore complex of §

Proof. For eachn > 1and each 0 <i < n, the map d;: j,, - (j,_; is a local homeomorphism.
Thus Lemma 2.1.3 ensures that the fibrewise sum defining (d;), is finite on compact support,
and Proposition 2.1.2 shows that (d;), maps Cc(gn,A) into Cc(gn_l,A). Hence 9,, is a well-
defined homomorphism.

It remains to show d,,_;9,, = 0 for n > 1. By functoriality of pushforward,

(d]-)*(dl-)* = (d]-d,-)* for all composable face maps d;, d]

Using the simplicial identity d;d; = d;_,d; for j < i, we compute

910y = iz ~D™(dd,),

_ Y ot Y 0,

0<j<i<n 0<i<j<n-1
= Y DM@+ Y (DTN ),
0<j<i<n 0<i<j<n
= Y DM@, - Y (=DM ddy).
0<j<i<n 0<i<j<n
= Y DY@, - Y (=DM did)),
0<j<i<n 0<j<i<n
= > =Dy - ) (=D ddy),
0<j<i<n 0<j<i<n
=0.

Thus 9,,_19,, = 0 for all n > 1, and the claim follows. O

Corollary 2.3.12. Foralln > 1 one has d,,_; od,, = 0 as a consequence of the simplicial identities.
In particular, (Cc(g,,A), d,) is a chain complex.
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Definition 2.3.13 (Homology with constant coefficients [5, Section 3.1], 13, Definition 3.1]).
Let (Cc(g,,A), d,) be the Moore complex of the nerve g. from Proposition 2.3.11, that is
0, Cc(gn,A) - Cc(gn_l,A). For n > 0 define

ker(d,,)

Hy (G A) 3= Hy(Ce(Ga, ), 90) = a5
n+

Remark 2.3.14. We call H,,((j; A) the n-th homology group of (; with constant coefficients in A.
When A = Z, we simply write H, (g) := H, (g; Z). This functoriality is a basic input for the
exact sequences used later, in particular for Mayer—Vietoris arguments and for computations
by decomposing the unit space.

Theorem 2.3.15. Let ¢ : {{ — (; be an étale functor between étale groupoids, and let A be a
topological abelian group.
1. For each n > 0, the induced map on nerves ¢, : H, — (, is a local homeomorphism.
Here ¢ is the object map, and forn > 1, ¢,,(hy, ..., h,,) := (1 (hy), ..., ¢1(h,)).
2. For each n > 0, pushforward along ¢,, defines a group homomorphism

(@) : CcMy A) = Ce(Gr, A), (@) ()(g) = Y f(h),
heg;1(g)

and the maps (¢,,), form a chain map between Moore complexes
G ‘
(@0)e i Co(He, A) = Cel(o, A), 3 0 (91)s = (@_1), 003 foralln > 1.

Hence ¢ induces homomorphisms on homology H,(¢) : H,(H;A) — H,(G;A) for
alln > 0, and ¢ —» H,(¢) is functorial. If ¢ : Q — K is another étale functor, then
H,( o @) = Hy(¢) o Hy(¢) and H.(idg) = idH,(g,-A)-

3. Let (Gx)ren be an increasing sequence of open subgroupoids of § with G = (U, oy Gi-
Then for each n > 0, the canonical map is an isomorphism:

li_l’)an (gk/A) - Hn (g:A)
k

Proof.
1. Since ¢ is an étale functor, both ¢, : My — Gy and ¢, : }; — §; are local homeomor-
phisms. For n > 2, write the n-simplices as iterated fibre products

Hy = s sy Hi, Gn=0 sqrg " sgXry G-

)

The identities SG o ¢1 = Po oSy and TG P1 = Poory make the defining pullback
squares commute, so ¢,, is the induced map between these iterated fibre products. Lo-
cal homeomorphisms are stable under products and base change, hence ¢,, is a local
homeomorphism for all n > 0.

53



2 Moore Homology and Cohomology

2. Since ¢,, is a local homeomorphism, (¢,,), is well defined by Definition 2.1.1. For f €
C.(#,,A)and g € gn, the sum Zheml(g)f(h) is finite because ¢;!(g) is discrete and
@71 (g) Nsupp(f) is finite by Lemma 2.1.3. We show that (¢, ), is a chain map. For each
n>1and 0 < i < n, simpliciality of ¢, gives

dz‘g °Pp=@Pu_° d{'}t-

Pushforward and compatibility with composition from Proposition 2.1.2 gives

(d;@)* o (@p)s = (Pu_1)s o (d1D),.

Summing with signs yields
G N G ! . ‘
Ot o (P)e = ) (=D, 0 (@) = Y (=D @yu1)u o @), = (9. 0 9.
i=0 i=0

Thus (¢,). induces H,(¢) on homology. If ¢ : § — K is another étale functor, then
(Yop), = P, op,, hence ((Pog),), = (¢¥,).°(¢,), by Proposition 2.1.2, and functoriality
on homology follows. The identity functor induces the identity chain map

(dg ). (H@ = ). flh)=f(g),

(idg,,) () =g

SO (id(j—n)* = idCC(gn,A)‘ Hence (idg.)* = idcc(g,,A) and Hn(idg) = idH,,(g;A) for alln > 0.

3. For each n > 0, the subsets (gk)n - Qn form an increasing sequence of open subsets
with gn = Uk(gk)n- Indeed, if g = (g1,...,8,) € gn, then each g; lies in some (le_)l, and
for k > max; k; one has g; € ((), for all i. Since ( is a subgroupoid, composability is
inherited, hence g € (gk)n. Consider the directed system {C,( (gk)n, A)}y with transition
maps given by extension by 0,4 along ((y),, € (Gy),, for k < (. The canonical map

1im C, ((Gy) s A) = Ce(Gs A) (2.3.3)
k

is an isomorphism for each n.

e Surjectivity. Letf € C.(G,,A) and set K = supp(f), which is compact. The open
cover {(gk)n } of gn admits a finite subcover of K, hence K C (gk)n for some k because
(gk)n is increasing. Then f & CC((gk)n,A), and its extension by 04 is f.

e Injectivity. If f € C.(((y),,A) and g € C.(((y),,, A) have the same extension to
C. (gn,A), let 1 denote this common extension and set K = supp(h). As above there
exists m > k, ¢ with K C ((,,),,- Restricting & to (G,,,),, shows that the images of f and
g agree in CC((gm)n, A), hence they define the same element in the colimit.

This proves (2.3.3). Moreover, since each face map d; : G, — (,,_; restricts tod; : (Gr),, —
(Gk) -1, the extension-by-zero maps commute with the Moore boundaries d,,. Therefore
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Cc(g,,A) is the filtered colimit of the subcomplexes CC((gk),,A). Filtered colimits are
exact in Ab [12, p. 67f], so homology commutes with this colimit:

H,(G; A) = H,(Iim C.((G)o, A)) = im H, (G; A)  forall n > 0.
k k

O]

The classifying space B(; captures the homotopy-theoretic content of a topological groupoid.
In many standard settings it classifies principal (-bundles over paracompact spaces and records
Morita invariance at the level of weak homotopy type. By contrast, the Moore complex C.(G,, A)
is built from compactly supported A-valued functions on the nerve levels (j,,, with boundary
given by alternating sums of pushforwards along face maps. In the ample setting with discrete
coefficients, these functions are typically locally constant with finite image, so the Moore
complex is designed for cut-and-paste arguments and explicit computations using compact
open decompositions, reductions, and exact sequences. It is therefore not intended to recover
singular homology of B(; in general, and its invariance and exactness properties must be
established directly at the chain level.

The following example isolates this distinction in the most elementary case. Even for a
principal groupoid, the Moore complex can be chain-contractible in positive degrees while B
retains nontrivial singular homology.

Example 2.3.16 (Moore chains vs. singular chains). The Moore complex Cc(g.,A) is in general
not the singular chain complex of BQ. The simplest instance already occurs for the unit groupoid
on a space.

Let X be a locally compact Hausdorff space and let (; be the unit groupoid on X, so

go ::X/ gfl::X, r:S:idx,
and every arrow is a unit. For n > 1, the space of composable n-tuples is the diagonal
Gn = {(x,...,x) € X" |x € X} C X".

Let
bt X =Gy 1 (X) = (x,00,x), 7,10, > X, (%, ., X) =

Then 1, and 7, are inverse homeomorphisms, so (j,, = X via 7r,,. Foreachn > 1and 0 <i<n,
the face map d; : (j, — (,,_; deletes one coordinate, hence satisfies

di =ly_10°70,.

In particular, under the identifications 7r,, and 7t,,_;, each d; corresponds to id x. Since pushfor-
ward along a homeomorphism is an isomorphism, it follows that

(). =idc,(,a) foralln>1land0<i<mn,
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after identifying CC(QWA) = C.(X,A).
Therefore, for n > 1 the Moore boundary is

n _ n _ 0, n odd,
0y =) (=D, = Z(—l)lidq(gn,m = {
i=0 i=0

idCc(Qn,A)' n even,
and we set dj := 0. Hence Cc(g,,A) is isomorphic to the chain complex
S xS eax, A S cux,a) S cax,a) Lo,
with homology groups
HO(Q;A) =~ C.(X,A), Hn(g;A) =0foralln >1.

On the other hand, the simplicial space (, is levelwise homeomorphic to X via 71, and its
geometric realization satisfies B(; = X. Consequently,

H; "8 (BG; A) = Hy"8(X; A),
which is typically nonzero in higher degrees. For example, if X = S and A = Z, then
HY"(BG; Z) = H;"®(S'; Z) = Z, while H,((;Z) = 0.

Thus C.(G,, A) cannot agree with the singular chain complex of B(; in general.

2.4 Conomorocy GROUPS

The Moore homology groups H,,((j; A) are computable in the ample setting. They are defined
from compactly supported chains on the nerve and fit into long exact sequences for reduc-
tions and clopen saturated decompositions, as in [14] and Theorem 3.3.10. Cohomology is
dual: many natural groupoid invariants are cocycle-based, detect obstructions, and classify
extensions.

In this chapter we define cohomology on the same nerve (;, by passing to cochains, and
we write H®((j; A) for its cohomology. Evaluation induces a canonical pairing H, ((; Z) x
H ”(Q;A) — A compatible with boundaries, hence with the long exact sequences, see [15].
Under the usual hypotheses, in particular that C, (gn, Z) is free for all n, the classical universal
coefficient theorem identifies H" (g; A)intermsof H,, (g; Z) viaHomgy and Extlz, see Section 3.2.
We emphasize that this coefficient description is specific to the compact-support model and,
as in homology, the behaviour changes substantially once one allows genuinely topological
coefficients.
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Definition 2.4.1 (Cochains and coboundary). Let (jbe an étale groupoid and let A be an abelian
group. For n > 0 set C”(g;A) = Cc(gn,A). For ¢ € C”(g;A) define
n+1 '
o CM(G; A) » CH((A), 6M(6) =) (-1)IZod,
i=0

where d; : G, 1 — (, are the face maps of the nerve (;,. We set 571:0 - CO(Q;A).

Proposition 2.4.2. Assume that for eachn > 0 and each 0 < i < n+1, the facemap d; : (41 —
gn is proper. Then 4" is well defined on C, (gn, A),and 6"t 0" = 0. foralln > 0. In particular,
(C’(g;A), 0*®) is a cochain complex.

Proof. Letn >0and ¢ € C" (g;A). Each d; is continuous, hence ¢ o d; is continuous. Moreover,

supp (& o d;) C d7 1 (supp(£)).

Since supp(¢) is compact and d; is proper, the set d; ! (supp(¢)) is compact. Thus ¢ o d; €
Cc(gnH,A), and 6" (&) e C"+1 (Q;A) is well defined.
To prove §"*16" = 0, fix g € (2. We compute

n+2 n+2n+1
S () = Y (=1 8@ (di(g)) = Y Y (=) &(did;(g)).
j=0 j=0 i=0

Using the simplicial identity d;d; = d;_,d; for i < j, the summands cancel in pairs:
For0<i<j<n+2, (=1)% ¢(did;(g)) + (—1)ii-1 ¢(d;_1d;(g)) = 0. Every term occurs in
exactly one such pair, hence §" 16" (¢)(g) = 0. Since ¢ was arbitrary, §"*! o 5" = 0. ]

Remark 2.4.3. The properness hypothesis in Proposition 2.4.2 is a genuine restriction in the
compact-support model. For étale groupoids the face maps are local homeomorphisms, but
need not be proper, so pullback does not preserve compact support in general. There are
standard alternatives, for instance defining cochains without compact support or working
with sheaf or module coefficients, as in the module-theoretic and sheaf-theoretic approaches
developed in recent work [4, 5]. We keep the compact-support convention here because it
interacts well with the cut-and-paste technology and the exact sequences used throughout this
thesis, and we isolate precisely where additional hypotheses are needed.

Definition 2.4.4 (Cohomology with constant coefficients). Assume the hypotheses of Proposi-
tion 2.4.2. For n > 0 define the n-th cohomology group of (; with coefficients in A by

ker(6™)

H(GiA) 3= HY(CH (G A), %) = o= o

Remark 2.4.5. Elements of ker (") are called n-cocycles, and elements of im (6" 1) are called
n-coboundaries. For ¢ € ker(d") its class in H”(g;A) is denoted by [ ]. When A = Z we write
H”(Q) = H"(Q;Z)-

57



2 Moore Homology and Cohomology

Compact support on cochains is not needed for the basic evaluation pairing against compactly
supported chains. If X is a space, f € C.(X,Z), and ¢ € C(X,A), define

(f - &)(x) =f(x)G(x),

where f (x) acts on A by repeated addition. Since f is continuous with values in the discrete
group Z, it is locally constant, hence f - ¢ is continuous. Moreover supp(f - ¢) C supp(f), so
f-¢ € C.(X,A) even when ¢ has no compact support.

The following lemma allows us to combine compactly supported integer-valued chains
f € C.(X, Z) with A-valued cochains { € C(X, A) to obtain compactly supported A-valued
functions f - ¢ € C.(X, A). Since pushforwards along local homeomorphisms are defined on
C.(—,A) by finite fibrewise sums, see Proposition 2.1.2, this makes it possible to transport
A-valued data along the same maps that appear in the Moore complex. This chain-level
compatibility is used later to verify that the pairings and the universal coefficient constructions
respect boundaries and compact supports.

Lemma 2.4.6. Let X be an object of LCH and let A be a topological abelian group. For f €
C.(X,Z)and ¢ € C(X,A) defineamap (f - &) (x) := f(x) - ¢ (x) for all x € X, where n-a denotes
the n-fold sum of 2 € A and its inverse for n < 0. Thenf - { € C.(X, A).

Proof.
e f.(is continuous. Define F: X — Z x Aby F(x) := (f(x),¢(x)). The map F is continuous
because f and ¢ are continuous and Z carries the discrete topology. Definem: Z x A - A
by m(n,a) := n-a. For each fixed n € Z the restriction |, 4: A - Aisthemapa —~ n-a,
which is continuous as a finite composition of addition and inversion in A. Since Z is
discrete, the subsets {1} x A are open, hence m is continuous on Z x A. Wehavef-¢ = moF,
so f - ¢ is continuous.
e f - ¢has compact support. If x & supp(f), there exists an open neighbourhood U of x such
that f|;; = 0. For every y € U we then have (f - {)(y) = f(y) - §(y) = 0-&(y) = 04, so
x & supp(f - ¢). Thus supp(f - ¢) C supp(f).
Since supp (f) is compact, so is supp(f - ¢). Therefore f - ¢ € C.(X, A). O

Developing the UCT, we frequently pushforward compactly supported Z-valued func-
tions along local homeomorphisms and then multiply the result with A-valued cochains.
Lemma 2.4.7 shows this agrees with first multiplying on the source and then pushing forward.

Lemma 2.4.7. Let 1: X — Y be a local homeomorphism in LCH, and let A be a topological
abelian group. For f € C.(X,Z) and ¢ € C(Y,A) one has

T.(f) - ¢ = m.(f - (§ o))

as elements of C.(Y, A), where - denotes the pointwise product from Lemma 2.4.6 and 7, is
the pushforward from Proposition 2.1.2.
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Proof.
e Well-definedness. By Lemma 2.4.6, the function f - ({ o 71): X — A belongs to C.(X,A), so
both sides are well defined elements of C.(Y, A).
e Product and pushforward. Fix y € Y and write Ey == {x € X | m(x) = y}. By definition of
7T, we have

TG =Y @, mf-Eom)y) =Y f()- &)

ery ery

Only finitely many terms are nonzero. The fibre E, is discrete because 7 is a local home-
omorphism, and E, N supp(f) is finite since supp(f) is compact. Using 7t(x) = y for all
x € E, we obtain

T (Eem)y) =Y f0)-EW).

x€E,
For fixeda € A, themap y,: Z - A, n — n-a, is a group homomorphism. Applying this
witha = ¢ (y) gives
(Y f@)-con=> fx-ew.

xEEy xEEy

Hence

(7 (f) - )Y = m (H W) - ¢(y) = Zf(x)-é‘(]/) =10, (f - (§ o 0)) (V).

ery

Since y € Y was arbitrary, the two functions agree on Y.
O

Remark 2.4.8. We write Bis((;) for the set of compact open bisections of (. For U C (j we denote
by xu € C. (g, Z.) its characteristic function.

Lemma 2.4.9. Let gbe an ample étale groupoid. Then every f & Cc(g, Z) is locally constant
and has compact open support. Moreover, Cc(g, Z) is generated, as an abelian group, by the
characteristic functions x;; with U € Bis(g).

Proof. Letf € Cc(g, Z).

e Local constancy. Fixg € (and setn := f(g). Since {n} C Z is open in the discrete topology,
the set f “1({n}) is an open neighbourhood of g on which f is constant.

e Compact open support. For each n € Z, the set f‘l({n}) is clopen. Put U :=
Un#)f_l({n}) = {g € Q | f(g) # 0}. Then U is open, and supp(f) = U. Since U is
closed, supp(f) = U. In particular, supp(f) is compact and open.

e Generation by characteristic functions of bisections. Since K := supp(f) is compact and
fis locally constant, the image f(K) C Z is finite. Let ny,...,n,, be the distinct nonzero
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values of f on K, and set Sj =f -1 ({n;}) for 1 <j < m. Then each Sj is clopen, contained in
K, the sets S, ..., S, are pairwise disjoint, and

i j=1

I C§

Fix j. The set Sj is compact open in g Since Q is ample, Bis(g) is a basis of compact
open bisections, hence for every ¢ € S; there exists U, € Bis(() with g € U, C S;. By
compactness of S]~ we may choose Uj,l, Ll 4 € Bls(g) with S - Uk 1 k and LI] - S
for all k. We refine this finite cover to a f1n1te dls]omt family of compact open blsect1ons
For1 <k < {; define
Wik = Ui\ Uy
r<k
Each W; ; is compact open, being the difference of compact open sets. Moreover W, C

U;x, hence W, is a bisection. The sets W; i, ..., W]-,@j are pairwise disjoint and satisfy

5 —Uk 1 Wik so

Y

Substituting into the previous decomposition yields

f= ZHJXS = Z Z”JXW

j=1lk=1

a finite Z-linear combination of characteristic functions of compact open bisections.
O

This lemma is the basic ample input behind the chain-level freeness used later in the universal
coefficient theorem for discrete coefficients, and it is also the point where the restriction to
compact open data becomes visible.

Definition 2.4.10. Let (; be an étale groupoid and, for u € G, set G, := {g € § | 5(g) = u}. For
fi.f> € C.(G, Z) define the convolution product f; * f, € C.(§, Z) by

(fy * f)(g) := Z Y fo(hg) forallg € Q

h€Grq)
The sum is finite because (; is étale and f;, f, have compact support.

Lemma 2.4.11. Let (; be an ample étale groupoid. With pointwise addition and convolution
* as in Definition 2.4.10, the triple (C, (g, Z),+,*) is an associative ring with local units: for
every finite subset {fi,...,f,,} C Cc(g, Z) there exists an idempotent e € Cc(g, Z) such that
exf;=f =f *eforalli.
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Proof. Letfy,f, € Cc(G, Z) and define (f; * f,)(g) := Zhegr(g)flm_l)fZ(hg)'
e Well-definedness and compact support. Fix ¢ € (. A term is nonzero only if e
supp(f;) and hg € supp(f,). Thus h lies in

Eg = { € Gyqy | ™ € supp(fy), hg € supp(f>)}.

Since Q is étale, the fibre g,(g) =s~1(r(g)) is discrete. The set

Hy = {1t € Gyg) I 7! € supp(f1)} = Gyg) N (supp(fi) ™

is compact as a closed subset of the compact set (supp(f; )", hence finite in the discrete
space (4. Moreover, right multiplication by g restricts to a homeomorphism

Rg: gr(g) - 7’_1(5(8))1 h = hg/
hence

Hy = {h € Gyq) | g € supp(f)} = Ry (supp(f) N 771 (s(8)))

is compact in g,(g), hence finite. Therefore Eg = H, N H, is finite, and (f; * f,)(g) is a finite
sum. If (f; * f,)(g) # 0, then there exists h € gr(g) withh— 1 e supp(f1) and hg € supp(f>).
Putky := h=' and k; := hg. Then (ky, k) € (p and ki, = g, s0

supp(f; * f) C supp(f1) supp(fo),
supp(fy) supp(f) := {kiky | (k1,k2) € G, ky € supp(f1), ko € supp(fo)}-

The set (, N (supp(fi) x supp(f,)) is compact, and m: (, — § is continuous, hence
supp(f1) supp(f,) is compact. Thus supp(f; * f,) is compact and f; * f, € C.(§, Z).

e Local constancy. The group Z is discrete, hence every element of Cc(g, Z) is locally
constant. Therefore f; * f,, being an element of CC(Q, Z), is locally constant as well.

e Bilinearity. Follows from distributivity of Z-addition and linearity of finite sums.

e Associativity. It is convenient to use the equivalent form

(fi f2)(8) = Z fith)) fr(hy), g€ g,
(hy,h2)E€Gy
hihy=g

obtained via the bijection rg) {(hy,hy) € 92 | hihy = g}, h — (h_l,hg).
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Fix f1,f>,f3 € Cc(g, Z)and g € g Then

() *f)@ = Y (fixf) (k) f3lh)
(k,h3)EG
khs=g

Z fi(hy) fo(ho) |f3(h3)

(kh3)EGy| (hyhp)EG,
kh3:g ]’11 ]’l2:k

S AU fr(hy) f(hy).
(kh3)EGy (hy,hy)EG,
khy=g  hihy=k

The map

{(h1, 1o, h3) € Gs | Ihahy = g} — {(k, h3) € Gy I khy = g} x {(h1,hy) € G | hihy =k},
(h1,h2,h3) = (h1h2/ h3, hllhz),

is a bijection, hence

(A *B)®) = Y At Hln)fhs).

(h1,hp,h3)€Gs
hihyhsz=g
Similarly,
(A (h*fsN@= Y Al ExfH)E
(h1,k)EG,
hik=g
= ) At )Y ) fahs)
(h1,K)EG, (hp,h3)EG,
hik=g hyhs=k
= Z Z fi(hy) fo(ho) f3(h3).
(h,K)EGa (ha,hi3)EG,
hik=g hohs=k
The map

{(h1, 1o, h3) € Gy | Ihahy = g} > {(h1,K) € Gy | ik = g} x {(ha, 3) € Gy | o = K},
(h1,h2/h3) g (h1,h2h3, h2/ h3),

is a bijection, hence

(xB*fa)@ = Y fith) fohy) f3(hs).

(h1/h2/h3)egﬁ‘
hyhohz=g

Therefore (f * fp) * f3 = f1 * (f * f3), s0 * is associative.
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e Local units. Let {f,...,f,,} C Cc(g, Z) be finite and set

N

K:= | Jsupp(f) C G, Kg:=r(K)UsK) C (.
i=1

Since r and s are continuous and K is compact, the set K is compact. As (; is ample,
has a basis of compact open subsets, hence there exists a compact open set U C (o with
Ky C U. Lete:=xy € Cc(go, Z) C Cc(g, Z), viewed as a function supported on units.
Thenexe = e, and weclaimexf; = f; = f;xefor alli. Fixf € {f,...,f,}andg € G. lf g € K,
then f(¢) = 0, and both identities are trivial. Assume g € K, so r(g),s(g) € Ky C U. Then

(exf)(g) = )Y eh™)f(hg).

h€Gy(g)

The term e(h~1) is nonzero only if hle 90/ thatis, h € QO, and the unique unit in gr(g) is
r(g). Hence (e f)(g) = e(r(g)) f(r(g)g) =1-f(g) = f(g). Similarly,

fre)g) = Y fhHelhy).

heG, (o)

The term e(hg) is nonzero only if hg € go, thatis, h = g_l, the unique such element of
Grig)- Thus (f x ) () = f(8) e(s(g)) = f(g). Therefore e » f = f = f » ¢ for all fin the finite
set, so Cc(g, Z) has local units.

O

2.5 INVARIANCE UNDER KAKUTANI EQUIVALENCE

Up to this point, we have developed Moore homology for ample groupoids as a computable
invariant built from compactly supported chains on the nerve. In many situations, in particular
for ample groupoids arising from Cantor dynamics [7, 10], Bratteli-Vershik models [10],
and related symbolic constructions, the groupoid presentation is far from unique. The same
orbit structure can be modelled by different groupoids obtained by passing to full clopen
reductions, refining cross sections, or changing the chosen model. These operations preserve
the orbit picture but can drastically simplify the combinatorics of the nerve, and are therefore
indispensable for explicit computations and for comparison with other invariants.

Kakutani equivalence formalizes precisely this flexibility. It is weaker than isomorphism, but
strong enough to preserve the orbit structure relevant in the ample setting, and it is the standard
equivalence relation in the study of Cantor groupoids and orbit equivalence. Establishing
invariance under Kakutani equivalence therefore serves two purposes:

1. It shows that Moore homology depends only on the intrinsic orbit geometry of an ample
groupoid and not on incidental choices of presentation.
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2. Itprovides a practical tool: one may replace (; by any Kakutani equivalent model, typically
a full clopen reduction, before applying the long exact sequences, Moore-Mayer—Vietoris
arguments, and UCT results developed in Sections 3.1, 3.2, and 3.3.

This point of view also connects directly to the broader Morita-invariance philosophy for
groupoids and their invariants: Kakutani equivalence is implemented by full clopen reductions
and can be seen as a concrete ample analogue of Morita equivalence at the level of orbit geome-
try. Accordingly, the invariance proof below is carried out at the chain level, using functoriality
and reduction exact sequences, rather than appealing to classifying-space homotopy type.

Let ( and # be Kakutani equivalent ample étale groupoids, and let A be an abelian group,
viewed with the discrete topology when forming C.(—, A). We will prove that for every n > 0
there is a natural isomorphism H,, (g ;A) = H, (H; A). We now recall the definition of Kakutani
equivalence in the ample setting. Let (jand # be étale groupoids whose unit spaces are compact
and totally disconnected.

Definition 2.5.1 (Kakutani equivalence [3, §3]). Etale groupoids (j and } are Kakutani equiva-
lent if there exist clopen, full subsets F C (jp and E C H,, and an isomorphism of étale groupoids
¢: g| r = H) £, Where gl r denotes the reduction with arrow space r~1(F) N s~1(F) and units F.

Remark 2.5.2. Here full means that the saturation equals the whole unit space, that is,

r(sTH(F)) = Go and r(sTU(E)) = Hy.

Definition 2.5.3 (Homological similarity [13, Definition 3.4]). Let (;and } be étale groupoids.
e Functors p, 0: g — JH are similar if there exists a continuous map 6: go — H such that, for
all x go,

su(0(x)) = po(x), 1y (0(x)) = 0o (x),
and forallg € ,
0(r(8)) p(8) = 0(8) B(s(8))-

Thus 0: p = o is a natural transformation.
e The groupoids (j and # are homologically similar if there exist functors p: (; - H and
o: # — ( together with natural transformations

99: idg=> cgop, Oyidy=poo.

Remark 2.5.4. For x € go, the component 0(x) is an arrow in H from py(x) to o (x). Identity
arrows are written u(y) € H for yE MO

We now state Kakutani invariance of Moore homology and then prove it by reducing to
chain-level functoriality, reduction exact sequences, and homological similarity.

Theorem 2.5.5 (Kakutani invariance of Moore homology [14, Theorem 4.8]). If (j and # are
Kakutani equivalent, then for any topological abelian group A there are natural isomorphisms

H,(G;A) = H,(H;A) foralln>0.

64



2 Moore Homology and Cohomology

For A = Z there is an isomorphism 7: Hy(§) — Hy(#) with ﬂ(HO(g)+) = Hy(H)*.

Remark 2.5.6 (Positive cone in Hy (g)). Letg: Cc(go, Z) - Hy, (g) be the quotient map q(f) = [f].
Define Hy(G)* = (Cc(Go, Z5p))- In other words, Hy (G)* is the submonoid of Hy(() generated
by the classes [xy;] of characteristic functions of clopen subsets U C (5. When (j is totally
disconnected, every nonnegative integer-valued compactly supported continuous function is a
finite sum of characteristic functions of clopen sets, so the two descriptions agree. The pair
(Ho(g), Hy, (Q)*) is an ordered abelian group, and the maps induced on H;, by functors of étale
groupoids are positive with respect to these cones.

Lemma 2.5.7. Let p :  — Jbe an étale functor of étale groupoids and let A be a topological

abelian group. For n > 0 define

On * gn - J{n/ (81/---/gn) = (pl(gl)/"'lpl(gn))/

with oy the map on units. Then each p,, is a local homeomorphism. Moreover, pushforward
along p,, defines group homomorphisms

(On)e : Ce(G, A) = Cc(Hy A), () () = Y f(g),
g€y (h)

and the maps (p,,), form a chain map between Moore complexes,
8# o (P)e = (Pp_1)s © 8;% foralln > 1.

Proof. We divide the argument into three steps.
e The maps p,, are local homeomorphisms. For n > 2 write the n-simplices as iterated fibre
products

Gn = s T sgrg G Ha=b ST sy .

Since p is an étale functor, the maps p, : Gy — Hy and p; : (;; — H,; are local homeomor-
phisms and satisfy s), 0 p; = pg © s¢ and 7y o p; = pg © G Thus p,, is the induced map
between these iterated pullbacks. Local homeomorphisms are stable under finite products
and base change, hence p,, is a local homeomorphism for all n > 0.

e The maps p, form a simplicial map. Letn > 1and g = (g1,-.-,8,) € G-
For the endpoint faces,

d(0,(8)) = (01(82), -, P1(8n)) = 1 (d1(®)),
d(04(8)) = (01(81), 1 P1(8n-1)) = Pu_1(d}(8)).

For 1 <i < n — 1, using functoriality of p,

A (0,(8)) = (01(81), -+, 01(8)P1(&is1)s - P1(8n))
= (01(Q€1) -, 01(&i&141)s - P1(&n)) = Pn_l(d?(g))-
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Hence dlﬂ ° 0y = Pn_1 od;ny foralln >1and 0 <i<n.
e Pushforward yields a chain map. Since p,, is a local homeomorphism, pushforward (p,,).
is well defined on Cc(gn,A). Foreachn > 1and 0 < i < n, the previous step gives

dlop, = Pn-1° d;c’. By functoriality of pushforward from Proposition 2.1.2, (d/1), o (0,,), =

(On_1)e o @),
Therefore, for c € CC(QH,A),

A ((0)0) = (=1 @, (p)ec = Y (=D)(p, 1), (@) ¢
i=0 i=0

= (pn—])*(Z(_l)l(dlg)x-c> = (Pn—l)*(agc)/
i=0

which is the desired chain map identity. For n = 0 we have 869 =0, aéf =0. O

Proposition 2.5.8 (Chain homotopy from a similarity [ 13, Proposition 3.5]). Let o, 0 :  — #{be
étale functors between étale groupoids, and suppose they are similar via 6 : Gy — J{;, meaning
s,0(0(x)) = po(x), ry(0(x)) = o¢(x) for all x € Gy, and O(r(g)) -y p1(g) = 01(8) -j 0(s(8)) for
all ¢ € ;. Assume moreover that 0 is étale, that is, 6((y) is a bisection of Hy, 505,060 and
7); o 0 are local homeomorphisms. Define k, : Gy — H; by kg := .

Forn >1and 0 <j < n define

kj : Qn - Mn+l/

(0(r(81)), p1(81), -+, P1(8n)), forj =0,
ki(8) = {(01(81), -+, 1(8)), 0(5(8)), 01(8j41)s -+, 01(8n)), forl<j<m—1,
(01(81), -, 01(81),0(5(g,))), forj=mn,

which are local homeomorphisms. Set hy := (ky), : CC(QO,A) — C.(#;,A), and for n > 1 set
n .
hn = Z<_1)](k])x— : Cc(gn/A) - Cc(){n-{—l/A)'
j=0

Then h, is a chain homotopy A, : (0,,). = (0,,),, meaning
o oho = (o) = (00)r s ol 1 08 = (0. = (0). forn 21,

Proof. Forn > 1and 0 < j < n, the maps k; : (j, —» #{,,; are local homeomorphisms, hence
(k;), is defined and preserves compact supports. They satisfy the face identities

dOkO = Pn/s (251)
dpyrky = 0y, (2.5.2)
dzk] = k]'_]_di for 1 S i S ] - 1, (2.53>
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dzk] = k'di—l forj + 2 S i S n—+ 1, (2.54)

digikj=dikiy for0<j<n-1 (2.5.5)

The identities (2.5.1) and (2.5.2) are immediate by deleting the inserted 6 at the front or back.
The identities (2.5.3) and (2.5.4) use functoriality of ¢ and p to merge adjacent factors away
from the 6-slot. The identity (2.5.5) is the similarity relation 6(r(g)) -); 01(g) = 01(g) -; 0(s(8))
applied at the junction s(8j) = 1(gj+1)-

Let n > 1. Using functoriality of pushforward from Proposition 2.1.2,

n+l n

AU ZZ D™ ik

We use (2.5.1) and (2.5.2) to isolate the edge terms i = 0 and i = n + 1, then (2.5.3) and (2.5.4)
to move faces past k;, and obtain

ity = () = (@ ZZ( DT (kd,), +Z(< di1)s — (dikii1).)-

j=04=0

By functoriality of pushforward, the double sum equals —h,,_4 8%, and the bracket cancels
termwise by (2.5.5). Hence

Iy +h,y 130 = (0,)s — (0), forn > 1.

n+1

For n = 0, we have hy = 0,, and dy0 = py, d,0 = 0, hence
aithO = (do)x-ex- - (dl)x-gx- = (Po)* - (0—0)*-

O]

Corollary 2.5.9. If p,0 : (j — J{ are similar, then the induced maps on homology agree,
H,(p) =H,(c) foralln > 0.

Proof. By Proposition 2.5.8 the induced chain maps (p,), and (c,), on Moore complexes are
chain homotopic. Chain-homotopic maps induce the same morphisms on homology, hence
H,(p) =H,(c) foralln > 0. O

Proposition 2.5.10 ([13, Theorem 4.8]). If § and J{ are homologically similar, see Defini-
tion 2.5.3, then for any topological abelian group A the induced maps H,, () : H,((; A) —
H, (H; A) are isomorphisms with inverse H,,(¢) for alln > 0. If A = Z, then H(p) carries the
positive cone HO(Q)+ onto Hy(H)*.

Proof. By Definition 2.5.3 there exist étale functors p : § — Hand ¢ : }{ —» (such that o o pis
similar to idg and p o ¢ is similar to id . By Corollary 2.5.9,

Hn((]' Op) = Hn(ldg) = idHn(g,.A), Hn(p o 0') = Hn(ldH) = idH,,(H;A)'
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Hence H,,(p) is an isomorphism with inverse H,,(¢) for all n > 0.
Letf € Cc(go, Z) be pointwise nonnegative. Then for y € H,,

P f) = Y f(x) € Zsy,

xepy)

so Hy(p) maps Ho(g)+ into Hy(H)*. The same argument shows that Hy () maps Hy(H)* into
Ho(g)+. Since Hy(¢) is the inverse of Hy(p), we conclude Hy(p) (Ho(g)+) = Hy(H)*. O

Lemma 2.5.11 ([13, Theorem 3.6(1)]). Let (; be an étale groupoid and let F C (j, be an open
(-full subset. Suppose there exists a continuous map ¢ : (, — (; such that rg(e(x)) =
X, SQ,(H(X)) € Fforallx € go, and whose image 9(9‘0) is a bisection, that is, rG e 0= idg0 and
S¢ © 6 : Gy — F are local homeomorphisms. Define functors

[0 : g - gh:, po(x) = Sg(@(x)), pl (g) = e(rg(g>)_1 gg Q 9(59(g>),

and the inclusion functor ¢ : Glp < ( given by

Gledo =F,  (Glp)1 =t € Gy | r(h) EF, s(h) € ),

UO = go, (fo(X) =X, Ul : (Q|F>1 - gl’ Ul(h) = h

Then p and ¢ are étale functors and (j and (| are homologically similar in the sense of Defini-
tion 2.5.3. More precisely:
® [ opissimilar to idg via 6, meaning G(rg(g)) G (TeP)1(8) =8 6(sg(g)) forall g € (.
® p o 0 is similar to idg‘F via |, meaning H(rg(h)) G (poo)(hy =h G Q(Sg(h)) for all
he (Glp)-

Proof.
e Well-definedness and functoriality of p. First, po(x) = Sg(@(x)) € F,s0pp : go - F =
(gl r)o is well defined. For arrows g € gl,
r(01(8)) = 1g(0(rg(8) ™" & g 0(5¢(8))) = 5¢(0(r(8))) = po(rg(8)) EF,
sG(01(8)) = 54(0(54(8))) = po(s4(8)) € F,
hence p;(g) € (Glp)1 and p respects range and source. If ¢, i are composable in (; with
Sg(g) = rg(h), then
r1(8) g P1 (h) = 9(7’9(8))_1 G8°G 9(59(8)) G 9(79(h))_1 'gh G 9(Sg,(h))
= Q(Tg(g))_l ‘G8 G (Q(Sg(g)) G 9(7’9(}1))_1) 'gh G 9(59,(h))
= H(Tg(g))_l ‘G8 'gh G Q(Sg(h)) =p1(g G h),
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since s;(8) = rg(h) implies Q(SQ(g)) = 9(1’9(”[)), hence H(SQ(g)) G 9(1’9(11))‘1 =
ug(rg(ﬁ(sg(g)))). Units are preserved because

p1(ug () = 0(x) ™" g ug(x) - 0(x) = ug(s5(0(x))) = ug(po(x)).

e Continuity. Follows from continuity of TG/ SGr inversion, multiplication, and 6.

e Ftaleness. The map pg = S © ¢ is a local homeomorphism because 9(90) is a bisection and
sgisa local homeomorphism. The map p, is a local homeomorphism because it is built
from the local homeomorphisms TG/ SGr inversion, multiplication restricted to products of
bisections, and 6, using stability of local homeomorphisms under finite products and base
change. The inclusion ¢ : G|r — ( is étale because (G|r) = ssY(F) N rfl(F) is open in (
and :;;O, 04 are open embed%ings.g g ’ ‘ ’ Qq

e Similarity ¢ o p ~ id;, via 6. For objects x € Gy,

rg(ﬁ(x)) =x= idgO (x), sg(ﬁ(x)) = po(x) = (0 0 p)g(x).
For g € (4,
0(r(8)) - (72 p)1(8) = 0(r(8)) - (9(rg(g)>‘1 168 0(54(8))) =& 0(s5(8)),

S0 0 o p is similar to idg via 6.
e Similarity po o ~ idg,ht via O|. Leth € (Q|F)1~ Then rg(h),sQ(h) € Fand

9(”9(11)) A o)1 (h) = 9(Tg(h)) G (Q(Vg(h))_l 'gh G 9(59,(h))) =h G 9(59,(11))-

Moreover, for x € F we have rg(f)(x)) =xand sg(f)(x)) EF=(po0r)yx).
a

In the Kakutani invariance argument we repeatedly pass to full open reductions §|r and
compare ( with G|r by explicit étale functors. At chain level this comparison is implemented
by pushforwards along the induced maps on nerves, so we need a concrete way to transport
compactly supported chains on (j, into compactly supported chains on (§lr), and back.

The key technical input is a continuous choice of arrows that move points into F: we seek
amap 0 : QO - gq with 7(8(x)) = x and s(8(x)) € F. Such a map is a global section of the
range map 7 : G; — ( with values landing in the open subset s™' (F) C ;. Fullness of F
guarantees existence of arrows pointwise, but a continuous choice requires patching local
bisections coherently.

This is exactly where o-compactness enters. Since (; is étale and ( is totally disconnected,
around each x € go one can find a compact open bisection U, C s~ I(F) with x € r(U,)
and s(U,) C F. A continuous global section can then be obtained by selecting a countable
family of such bisections covering (jy and refining it to a disjoint cover of (;, by compact open
subsets in the range. The refinement step uses only total disconnectedness and Hausdorffness,
but the reduction to a countable cover uses o-compactness in an essential way, by applying
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compactness on an exhausting sequence of compact subsets. Once a disjoint compact open
cover go = |, r(V,) with bisections V,, C s~1(F) is available, the section is forced on each
piece by 61, y = (rly )~!, and continuity follows because the pieces are open.

Lemma 2.5.12 formalizes this construction. It is the mechanism that turns the geometric
fullness hypothesis into an explicit, continuous arrow selection, which in turn produces the
functors needed for homological similarity and hence for Kakutani invariance.

Lemma 2.5.12 ([13, Lemma 4.3]). Let (j be an étale groupoid with (5 o-compact and totally
disconnected, and let F C (j be an open (-full subset. Then there exists a continuous map
0: QO - Qq such that r(8(x)) = xand s(8(x)) € Fforall x € go-

Proof. For each x € (jy choose g, € (;; with r(g,) = x and s(g,) € F, which is possible since F
is §-full. As (j is étale, there exists an open bisection B, 3 g,. Since F is open and s(g,) € F,
replacing B, by B, N s~1(F) we may assume s(B,) C F.

Because (jy is totally disconnected and locally compact, we can choose a compact open
neighbourhood W, C r(B,) of x and set U, := (rIBX)_l(Wx). Then U, is a compact open
bisection, r(U,) = W, is compact open, and s(U,) C s(B,) C F.

Since Qo is o-compact, choose an increasing sequence of compact sets (K,;,),,>1 with Qo =
U,;>1 K- Fixm > 1. The family {r(U,) | x € K,,} covers K,,, hence by compactness there
exist points x,, 1, ..., X, N € K, such that K;,, C Uf\i”{ r(Uy ). Write U, ; := U, . Theindex
set | | m>11L o, Ny} is countable, hence we can enumerate fhe corresponding biéections as a
sequenze (U,));>1- Then

U rW) =Go, sU,) CFforalln>1.
n>1
Since ( is Hausdorff, every compact subset is closed, hence every compact open subset of
(o is clopen. In particular, finite unions and complements of compact open subsets are again
compact open. Define compact open bisections (V,),,>1 inductively by

n—1 n—1
Vi=U, V,:=U,\ r‘l(r( U V]-)) = (rlun)_l(r(lln) \ U r(Vj)) forn > 2.
j=1 j=1

Here rly, : U, - r(U,) isa homeomorphism and r(U,,) \ U;:ll r(Vj) is compact open in
Go, hence V,, is compact open in U, in particular open in (;. Being an open subset of the
bisection U,,, each V,, is again a bisection and s(V,,) C s(U,,) C F. Moreover, the ranges r(V,,)

are pairwise disjoint and

n—1
U r(V,) = U (V(Un) \ U1 T’(Vj)) = U r(Uy) = Go-
j=

n>1 n>1 n>1

Define 6 : Qo - gq by 6(x) := (rlvn)_l(x) for the unique n with x € r(V,,). This is well
defined since {r(V,)},;>1 is a pairwise disjoint cover of go, and each rly, isa homeomorphism.
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Since each 7(V,,) is open and 9|r(v,,) = (rlvn)‘1 is continuous, #is continuous. Finally, 7(0(x)) =
x and s(8(x)) € s(V,,) C F for all x € . O

This construction is the basic compact open partition argument that underlies several chain-
level tools later on, such as reduction to full clopen subsets and the resulting exact sequences
in the ample setting.

In the proof of Kakutani invariance in Theorem 2.5.5 one repeatedly replaces a groupoid by
a full reduction gl r to a suitable open, typically clopen, subset F C go Geometrically, such a
reduction does not change the orbit picture: every G-orbit meets F, so G| still sees all orbits. To
make this usable on the level of Moore chains, one needs a concrete way to move units into F
by arrows depending continuously on the unit. This is the role of the next step: Lemma 2.5.12
constructs a continuous section of the range map with image in s~ (F), and Lemma 2.5.11 turns
such a section into étale functors p : g N g| rand o : gl ro gwhose composites are similar to
the identities. Since similarity yields chain homotopies by Proposition 2.5.8, this produces the
chain-level comparison needed for invariance.

Proposition 2.5.13. Let (; be étale with (o o-compact and totally disconnected, and let F C (
be open and (-full. Then (; and §|r are homologically similar.

Proof. By Lemma 2.5.12 there exists a continuous map 6 : §, — (; such that 7(6(x)) = x and
s(0(x)) € Fforallx € 90 Moreover, the construction in Lemma 2.5.12 produces 9(90) asa
union of pairwise disjoint compact open bisections, hence 6((y) is itself a bisection. Therefore
rof = idgO andso@: go — F are local homeomorphisms.

Applying Lemma 2.5.11 to this 0 yields étale functors p :  — Gl and ¢ : Glp= § such that
0 o p is similar to idg via § and p o ¢ is similar to idgF via 0|p. Hence ( and (|r are homologically
similar in the sense of Definition 2.5.3. O

Proof of Theorem 2.5.5.

e Reduction to full clopen subsets. By Kakutani equivalence in Definition 2.5.1, there exist
clopen, grfull F G - go and clopen, H-full F); C H,, and an isomorphism of étale groupoids
¢ : Q|F(Ji Mg, . Since G and Hy are compact, they are o-compact. Proposition 2.5.13
yields homological similarities §; ~j, Glr o H o~y Hig, -

e Identify the reductions. Set p := ¢ and ¢ := ¢~!. Then p and ¢ are étale functors and
gop= idgFg,p o0 = idhfp”' In particular, QIF9~h Hig,-

e Transitivity and conclusion. Combining the previous steps gives § ~, gng ~n Hig, ~n
M, hence g ~5, H. By Proposition 2.5.10, for every topological abelian group A the induced
maps are isomorphisms Hn(g;A) =N H, (H;A) for all n > 0. For A = Z, Proposition 2.5.10
also yields that the induced isomorphism on H, carries H, (g) + onto Hy(H)™.

O

We define a homology theory for étale groupoids by using the simplicial geometry of the
nerve (, = (G, (d)]L,, (sj)]’?zo)nzo. If § is étale, then every face map d, : (j,, — (,,_1 is a local
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homeomorphism. Hence, for every topological abelian group A, pushforward along d; is
defined on compactly supported continuous functions. Applying C.(—, A) levelwise yields the
simplicial abelian group Cc(g,,A) = (Cc(gn,A)) =07 and the Moore boundary

ao =0: CC(QOIA) i 0,

an = Z(_l)l(dz)* : Cc(gn/A) - Cc(gn—llA)'
i=0

Functoriality of pushforward and the simplicial identities imply 0,,_19,, = 0. Thus C.(G,, A) :=
(Cc(gn,A), an)nzo is a chain complex, and we set Hn(g;A) := ker(d,,)/im(9d,,,1).

An étale functor ¢ : /{ — (j induces a simplicial map N¢ : }H, — (,, hence a chain map
(Ng), : C.(H,,A) — Cc (G, A). Similarity of functors p,o : G — H produces an explicit chain

homotopy h, with (0,,), — (0,), = /L1 b, + hy_4 8% In particular, similar functors induce the

n+1
same morphisms on homology. If gand Hare homologically similar, then H,, (g; A) = H,(H;A)
for all n, and for A = Z the induced isomorphism on H, preserves the positive cone.

To compare a groupoid with a full reduction (| one needs a continuous choice of arrows
moving each unit into F. If ( is o-compact and totally disconnected and F C (g is open and
(-full, a countable refinement by compact open bisections yields a continuous map ¢ : Gy — (4
with r(6(x)) = x and s(8(x)) € F. From 0 one constructs étale functors p : g - g |r and
0 : Glp> G such that o o p is similar to idg and p o o is similar to idgF. Hence G and (|r are
homologically similar.

Finally, if (; and J{ are Kakutani equivalent, there exist full clopen subsets Fg C Go and
F); C My and an isomorphism Gr = HF,. Combining invariance under full reductions with
invariance under isomorphism gives natural isomorphisms H,, (Q ;A) = H, (H;A) foralln >0,
and for A = Z an identification of ordered groups (Ho((), Hy(G)") = (Ho(H), Hy(H)™). This
allows us to replace (; by convenient full clopen reductions without changing Moore homology,
and to compare different groupoid models of the same orbit structure.
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In the preceding chapters we defined Moore homology H, ((j; A) for étale groupoids from
the simplicial geometry of the nerve (j,. For each n > 1, every face map d; : G, — (,_; isa
local homeomorphism, hence admits pushforward on compactly supported functions by a
finite fibre sum over each point. The alternating sum of these pushforwards defines the Moore
boundary on Cc(gn, A). We also established the functorial and invariance mechanisms that
make H, (g;A) workable in the ample setting, in particular invariance under full reductions
and under Kakutani equivalence.

The purpose of this chapter is to turn this structural framework into a computational toolkit.
In the ample world, the natural cut and paste operations are reductions along open subsets of
the unit space, typically clopen and saturated, and gluings along such pieces. We therefore do
not pursue excision in full generality. Instead we develop exact sequence technology tailored
to compact support and to the orbit geometric operations used throughout the thesis. The
basic mechanism is simple: for an open inclusion, extension by zero and restriction produce
degreewise short exact sequences of compactly supported chain groups, and the étale push-
forward formulas ensure compatibility with the Moore differentials. This is exactly what is
needed for reductions, clopen saturated decompositions, and Mayer—Vietoris arguments in the
totally disconnected setting.

The chapter develops three complementary tools:

1. Long exact Moore homology sequence. Section 3.1 constructs the long exact sequence
associated to inclusions of subgroupoids and to reductions. In Section 3.1.1 we prove the
chain level short exact sequence using extension by zero and restriction, verify compati-
bility with the Moore boundary by explicit pushforward computations, and describe the
connecting morphism at chain level in the sense of Matui’s theory [13]. In Section 3.1.2 we
recast the same mechanism in a quotient language by chains supported on complements.

2. Universal coefficient sequences. Section 3.2 addresses coefficient changes. When the
Moore complex Cc(g,, Z) is degreewise free abelian, the classical universal coefficient
theorem for chain complexes yields short exact sequences for homology and cohomol-
ogy. In Section 3.2.1 we obtain the UCT for HH(Q;A) in terms of Hn(g) = Hn(g; Z),
®y, and Tor?. In Section 3.2.2 we obtain the dual statement for the cohomology of
Hom (C, (g,, Z),A), involving Homy and Extlz. The substantive point here is structural:
the Moore complex is built from compactly supported functions on an ample nerve, so
freeness must be verified from compact open partitions, and the restriction to discrete
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coefficients is essential in this compact support model since the tensor comparison map
can fail to be surjective for non-discrete A.

3. Moore-Mayer—Vietoris. Section 3.3 develops a Mayer—Vietoris principle adapted to
compactly supported Moore chains. In Definition 3.3.1 we isolate admissible covers by
clopen saturated pieces for which compact support and total disconnectedness give a clean
decomposition of chains. In Section 3.3.2 we build the Moore-Mayer—Vietoris sequence
at chain level and verify exactness by explicit control of supports and compatibility with
pushforward along the face maps. Passing to homology yields the Moore-Mayer-Vietoris
long exact sequence in Theorem 3.3.10, which is the main gluing tool for computations
from clopen saturated decompositions.

Taken together, these results provide a practical calculus for H, ((; A). One first replaces (; by
a convenient full clopen model without changing homology, then decomposes the unit space
into admissible pieces, applies the long exact and Moore-Mayer—Vietoris sequences to relate
the pieces, and finally uses the universal coefficient sequences to change coefficients whenever
the freeness hypothesis holds.

Setting 3.0.1. Throughout this chapter, unless explicitly stated otherwise, (j denotes a sec-
ond countable locally compact Hausdorff ample étale groupoid. Its unit space ( is totally
disconnected. Coefficient groups A are discrete abelian.

3.1 LonG Exact Moore HoOMOLOGY SEQUENCE

We study Moore homology for pairs of étale groupoids with totally disconnected unit spaces.
The goal is to compare their homology groups via exact sequences coming from open inclusions
and from proper quotient maps.

Definition 3.1.1. Let (j be an étale groupoid and let ' C (; be an open subgroupoid. Set
A =G\ G and view r(A) C (G, with the subspace topology.

The inclusion g’ (- g is called regular if the restriction 7|5 : A — r(A) is an open map. In
particular, |5 is a quotient map onto its image.

The pair ((, () is called a regular pair if ' C ( is a regular open subgroupoid.

Regularity means that applying the range map does not create artificial boundary phenomena
when one passes from A to the subset r(A) of units. In practice, it ensures that openness of
subsets of A is detected after applying r, so supports of compactly supported functions project
to open subsets of units in a controlled way. This is exactly what one needs for extension by
zero and restriction to interact cleanly with the pushforwards along the face maps.

We work in two complementary settings.

e Subgroupoid case: (' C (;is an open subgroupoid and ((’, () is a regular pair.
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e Quotient case: (;' is a quotient of (; with a proper' and regular” factor map 7 : G — (.

3.1.1 SusgrouroiD CASE

In this section we recall the subgroupoid framework of Matui [ 14, Setting 3.1], which is the
starting point for the long exact sequence in the subgroupoid case. Throughout, § denotes an
ample groupoid with arrow space (j; and unit space (.

Setting 3.1.2. Let (j be an étale groupoid and let ' C (; be an open subgroupoid with the
same unit space, (g’)o = go- Set A := g \ g’ for the complement of g’ inside g on the level of
arrows. Thus A consists exactly of those arrows of (; that do not belong to (;'. In particular,
AN go = @, since all units lie in g’. Since g’ is a subgroupoid, it is closed under inversion,
hence A is also closed under inversion: if y € Aand ™' € ¢/, theny = (y"H' € (', a
contradiction. Consequently, for every 7 € A both endpoints lie in r(A): r(y) € r(A),s(y) =
¢y~ e r(A). In particular, the subset r(A) C go is invariant for A in the sense that every
arrow in A both starts and ends in r(A). We now restrict Q and g’ to the unit space r(A).
Define / := Gl,(p), H' := G'l;(n)- Thus H has unit space }y = r(A) and arrow space }; =
{7 € Qq | 7(77),s(y) € r(A)}, while H' has the same unit space }6(’) = r(A) and arrow space
Wy ={y €Grlr(y),s(y) €r(D)} = NG

In particular, H' is a subgroupoid of H with the same unit space. Since every ¥ € A satisfies
r(7y),s(y) € r(A), we have A C H;. Moreover, for h € H; either h € Giorhe A Ifh e (G,
thenh € H{ by definition. Hence, on the level of arrows,

Hy=MHiun,  Hy=H)=r).

This decomposition is the input for a short exact sequence of chain groups built from extension
by zero on ] C #; and restriction to the complement A. To make this compatible with the
étale pushforwards in the Moore boundary, one needs a mild regularity condition ensuring
that openness in A is reflected on the unit space through the range map.

Lemma 3.1.3 ([14, Remark 3.3]). Assume that A is first countable, for example if (;; is second
countable. Then the following conditions are equivalent:
1. 7lpa: & = r(A) is open when r(A) is equipped with the final topology induced by 7|4 .
2. For every open subset U C A, the set r~lrU)) N Ais openin A.
3. For every open subset U C A and every sequence (7;)x in A converging to some y € A
with r(7y) € r(U), one has r(7;) € r(U) for all sufficiently large k.

Proof. The point is that regularity can be tested on the arrow space A by asking whether the
range of an open set in A is again open in the quotient topology on r(A).

1 A continuous map is proper if the preimage of every compact set is compact.

? Here regular means that the topology on ;' is the quotient topology for 77, and the restriction of 77 to the relevant
complement behaves as an open map onto its image, in the same sense as in Definition 3.1.1 after replacing |, by
the corresponding restriction of 7.
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e 1.=2 LetU C A beopen. If r|5 is open, then r(U) is open in (A ) for the final topology.
By definition of the final topology, )" YWy =r 1)) N Ais openin A.

e 2. = 1. LetU C A be open. Condition 2. says that ()~ (r(U)) is open in A. By
definition of the final topology, this implies that r(U) is open in 7(A). Hence 7|, is open,
which is 1.

e 2.= 3. LetU C Abeopenand (), — gin A withr(y) € r(U). Theny € rlrU)na,
which is open by 2. Hence v, € r~ 1)) N A for large k, so 7 () € r(U) eventually.

e 3. = 2 Fixanopen U C A and set A := r~ L)) N A. Let ¢ € A and let (), be a
sequence in A with v, — g. Since r(y) € r(U), condition 3. implies 7 () € r(U) for all
sufficiently large k, hence 7, € A eventually. Thus A is sequentially open in A. Since A is
tirst countable, sequential openness agrees with openness, so A is open in A.

O

Lemma 3.1.4 ([14, Lemma 3.5]). Assume that ' C ( is regular. Then the multiplication map
m: (Ax D) Nm~ NG > H, (g h) — gh,

is open when H; is equipped with the final topology induced by m.

Proof. Let Uy, U, C gl be open and set V := (U x Up) N (A x A) N m_l(g’). We show that
m(V) is open in H] for the final topology. Since A x A is first countable, it suffices to prove
that m(V) is sequentially open in H] in the sense of Lemma 3.1.3.

Let (794 hy) be a sequence in (A x A) N m_l(g’) converging to (g,h), and assume that
gh € m(V). Choose (a,b) € V with ab = gh and set ¢ := bh—1 = a—lg. Then c € gq and the
products ch = b and ac = g are defined. Moreover b € A, hence ¢ = (bh~!) € A because A is
closed under inversion and multiplication by units.

Since Q is étale, the map r x s: gl - Qo X go is a local homeomorphism on a bisection
neighbourhood of c. Shrinking around c if necessary, we can choose a sequence (c;) in
such that ¢, — ¢, 7(cy) = r(hy),s(ck) = r(h) for all k large. The indices split into two sets

A::{k|CkEgi}, BZ:{k|Ck€A}.

Passing to a subsequence, we may assume either ¢, € (j; for all k or ¢, € A for all k.
e Casec, € (j; forall k. Since A is openin (4 and ch = b € A, we have ¢ty € A for
all k sufficiently large. Similarly, ;¢! —» gc™! = a € A implies ¢t € A for large k.
Moreover,

D) =mdy,  al €Uy, met €U

for all k sufficiently large because Uq, U, are open and 2 € U;, b € U,. Hence
(7Ck 1 cehy) € V for large k, and therefore ;. € m(V) eventually.

e Casec; € A forall k. By [18, Lemma 6.4], the set (A x A) Nm™1(A) is openin A x A.
Since (¢x, hy) — (c,h) and ch = b € A, we obtain ¢ h, € A for all k sufficiently large.
As above, e L' - a e A gives YCr 1 € A eventually, and openness of U;, U, yields
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vie b € Uy, el € U, for large k. Thus (¢ Y, cxhy) € V eventually, hence yhy € m(V)
eventually.

In either case, whenever (v, hy) — (g, h) with gh € m(V), we have vl € m(V) for all

sufficiently large k. Thus m(V) is sequentially open in #{; for the final topology induced by m,

hence open. O

Now we introduce topologies on H and '.

Definition 3.1.5 ([ 18, Definition 6.5], [ 14, Definition 3.6]). Consider the surjection
m: (A x D) nm™ (G - Hy, (g, h) — gh,

given by groupoid multiplication. We equip /' with the final topology induced by m. We
equip H = H' U A with the disjoint union topology, meaning H' carries the final topology, A
carries the subspace topology from g, and both /' and A are clopen in H.

Regularity is designed so that these quotient-type topologies still interact well with the étale
structure maps.

Theorem 3.1.6 ([14, Theorem 3.7], [18, Theorem 6.8]). Let ' C G and /' C J be as above,
and suppose that ' C ( is regular. Then:

1. Hand M’ are étale groupoids,

2. #Hand H' are totally disconnected,

3. # is a clopen subgroupoid of H.

Proof.
1. Set

W= ((Ax2)NG) Nnm (') C Gy € Gy x Gy

Then W is locally compact Hausdorff as an open subset of the closed subspace (j,. Equip
H; with the final topology for the surjection m : W — }]. We first show that H] is
Hausdorff. Define

q);Wquglxgl, (g, 1), (§', 1)) — (gh,g'l").

Let Agl = {(x,x) | x € gl}, which is closed since gl is Hausdorff. The equivalence
relation of the quotient map m is

Ri= {(w,w') € Wx W | m(w) = m@)} = - (Ag),

hence R is closed in W x W. Therefore the quotient 4{; = W/R is Hausdorff.

We next show that #; is locally compact. Fix x € J{] and choose w € W with m(w) = x.
Since W is locally compact, there exists an open neighbourhood U C W of w with compact
closure U C W. By Lemma 3.1.4, the map m is open, hence m(U) is open in H{. The
set m(U) is compact, hence closed in the Hausdorff space H;, and it contains m(U), so
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mU) C m(U). Thus x has an open neighbourhood with compact closure, and }; is
locally compact.

It remains to see that H and H’ are étale. Since the topologieson A C Jfand on ; NH] C
H' restrict to the given subspace topologies from (;;, it suffices to show that the range
map is open on each of the two clopen pieces A and #{;. Let U C (41 be an open bisection.
Then U N A is open in A and

rUNA)=UNA)UNL)T =m(((UN2A)xUNA)NW),

so r(U N A) is open in H; because m is open. Since Hy = r(A) C Hj, this shows
rla: & > Hy is open. For H', consider the commutative identity rom = roponW,
wherep: W — A is the restriction of the projection (g, h) — g. The map p is open, and we
have just shown that r| o is open, hence rop is open. Since m is a quotient map by definition
of the final topology;, it follows that | j; 1s open. The same argument applies to s, using
s(gh) = s(h) and the projection (g, /) — h. Therefore r and s are local homeomorphisms
on M and on #’, so both are étale groupoids.
The topologies on 4{ and H' are finer than the subspace topology from (; on each clopen
piece, so any subset that is connected in H or H' is connected in (j;. Since (; is totally
disconnected, every connected subset is a singleton. Hence H, H' are totally disconnected.
By Definition 3.1.5, H = /' U A is a disjoint union of clopen subsets. The set }' is closed
under multiplication, inversion, and units by construction, hence is a subgroupoid of #,
and it is clopen by definition of the disjoint union topology.

O

Next, we show that gn \ Q;l and H,, \ H;, are canonically homeomorphic for all n > 0. This

identifies the relative chain complexes

Ce(Gu\ G, A) and  C (M, \ Hy, A),

and hence shows that the inclusions (;' C G and /" C }{ have the same relative homology. For

this we need the following technical lemma.

Lemma 3.1.7 ([14, Lemma 3.8]). Let ' C G and H' C Hbe as in Setting 3.1.2, and suppose that
G' C Gis regular. Let (7), be a sequence in Hand let y € H. Then the following conditions

are equivalent:

Ll N

T — gin H,

r(7) = r(y) in Hy, s(7) = s(y) in My, and 9 — gin G,
(1) = r(y) in Hy and 7, - gin G,

s(yx) — s(y) in Hy and 7 — gin §.

Proof. The implications 1.=2.,2.=3., and 2.=4. are immediate. It remains to show 3.=1.; the

implication 4.=1. is analogous by symmetry of r and s.
Assume () — r(7y) in Hy and 7, - gin g
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e Casey € A. Let U C (jbe an open bisection with v € U. Then 7, € U for all large k. By
Theorem 3.1.6, the map 7|5 : & — Hy is open, hence r(U N A) is an open neighbourhood of
r(7y)in Hy. Thusr(y;) € r(UNA) for all large k. For such k, there exists a unique i, € UNA
with r(h;) = r(7;), because r|;;: U — r(U) is a homeomorphism and r(U N A) =r(U) N
r(A). Since also 7, € U and r(7,) = r(hy), injectivity of r|; gives 7, = by € U N A for all
large k. The J{-topology on A is the subspace topology from (j, and sets of the form U N A
form a neighbourhood basis at ¢. Hence 7, — g in /.

e Case v € M. By surjectivity of m : W — H' from Definition 3.1.5, choose 4,b € A with
g=ab. LetU C gbe an open bisection with a € U. As in the first case, r(U N A) is an
open neighbourhood of r(a) = r(y) in Hy, so r(7y,) € r(U N A) for all large k. For each
such k, leta, € U N A be the unique element with 7(a;) = r(7y;). Thena, — a in H, because
"una: UN A - r(U N A)is a homeomorphism and r(ay) = r(7y;) — r(7y) = r(a) in .
On A the J-topology is the subspace topology from §, hence 4 — ain G.

Define by, := a;17;. By continuity of inversion and multiplication in G, we have by — alg =
bin (j. Moreover,

r(by) = r(atyg) = r(agt) = s(ag) - s@) =r(b) in Hy,

where the convergence s(a;) — s(a) holds because s is continuous on the étale groupoid
and a; — ain H. Thus (by); and b € A satisfy condition 3. of the lemma. Applying the
first case to by — b, we obtain by — b in #. Finally, multiplication in / is continuous by
Theorem 3.1.6, hence 7y, = aiby, — ab = gin H.

This proves 3.=1., hence all four conditions are equivalent. ]

Before comparing the long exact sequences for the pairs (g, g’) and (M, H'), we need to
understand how the Moore chain complexes decompose along a regular subgroupoid (' C §
and how this decomposition behaves under the equivalence from Setting 3.1.2. The next
proposition identifies, for discrete coefficients, the quotient complex C, (Q,,A) /CC(gL,A) with
the chain complex on the complement ; \ (;’, and shows that this identification is compatible
with the corresponding pair (#f, H'). It is the analogue of [ 14, Proposition 3.10] in our notation.

Proposition 3.1.8 ([14, Proposition 3.9]). Assume Setting 3.1.2 and let (' C (; be regular. Let
A be a discrete abelian group. For each n > 0 write A, := (,, \ G;,. Then G, C (j;, is clopen and
there is a canonical short exact sequence

, (1)« , (On)«
0 — Ce(Ghy A) 225 C (G A) 225 C (A, A) — 0,

where 1, : G, = (, is the inclusion, (1,), is extension by zero, and (p,,), is restriction to A,,.
Moreover, under Definition 3.1.5 we have equalities of sets H,, = H,, U A, M, = G, and A,
is clopen in H,,. Hence there is a second canonical short exact sequence

, ) B
0 — C,(H!, A) 225 C.(M, A) 225 (A, A) — 0,
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where j,, : H;, = H,, is the inclusion, (j,,), is extension by zero, and (g,,), is restriction to A
For each n > 0, the universal property of cokernels yields a unique isomorphism

(@) 0 CelGuy A/ (1) (Ce(Gi, A)) = Ce(My A) ] ()£ (Co (M, A))

characterized by the commutative diagram with exact rows

O H Cc(Q;UA) % Cc(gn/A> H Cc(gn/A)/(ln)*(Cc(g;uA>) % 0

(@n)*\LE
)«

0 H Cc(Hr,z/A) H Cc(Hn/A) H Cc(Hn/A)/qn)x-(Cc(}{;uA)) H 0

together with the requirement that, under the canonical identifications

@)+

CelGur A/ (1)1 (CelGGi A)) =2 ColDy, A),
B,

ColHns A)/ (1)1 (Ce(Hyy, A)) =255 ColD,, A),

the map (0®,,), corresponds to idc_(a, ), meaning (@)« ° (©,), = (p,),. Finally, the maps
(©,,), are compatible with the Moore differentials, hence (®,), is a natural chain isomorphism

(©4), : Ce(Ga, A)/Ce(Ga, A) = Ce(Hy, A) [C(H, A).

Proof. Fixn > 0.

ne

e Clopen decomposition for gn. Since g’ C g is regular, the inclusion Qi C gl is clopen.

For n > 1 we have

grl = {(81/---z8n) S g{l | S(gi) = r(gi+1) for all Z}

as a subspace of Qf, and similarly Q,’q is the intersection of gn with (g{)”. Because (gi)”
Gy is clopen, its intersection with (, is clopen in (,,. Thus ¢, C G, is clopen, so A,
Gu \ Gy, is clopen as well. For n = 0 we have (; = G, hence A = @.

e Exact sequence for (j, and explicit maps. Let 1, : G;, < (,, be the inclusion. Since ;, i

open, extension by zero defines an injective homomorphism

f(g), forge(y,

() 2 Co(Gr, A) = C(Gy, A), (L) (f)(Q) =
b b His 0, fory e A,

Define restriction to the clopen complement

(Pn)« 1 Ce(Gy, A) = Co(Dy, A), )« () =fla,-
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Then (p,,), is surjective since A, is clopen in gn, soany h € C.(4A,, A) extends by zero to
an element of Cc(gn,A). Moreover,

ker(<pn)*) = {f € Cc(gnlA) |f|An = O}
={fe Cc(gnlA) | supp(f) C 91,1}
= (ln)*(cc(gT’UA>>/

where the last equality holds because (j;, is open and every f supported in (j;, restricts to
Cc(Gy, A) and is recovered by extension by zero. This proves exactness of

. (L) ()
0 = Co(Giy A) 25 Col(Gp, A) -5 C (D, A) — 0.

Let (p, ). denote the induced isomorphism

@)+ ColGu A/ (1) (Ce(Gr, A)) = Co( D, A), [f10 fla

Exact sequence for H,, and the same complement. By Definition 3.1.5 we have H,, =
H,, u A, as sets and A, is clopen in H,,. The same argument as in the previous step yields
exactness of

) ) B
0 - C.(M, Ay 225 C(M,, A) 225 C (A, A) — 0,

where (0,,), is restriction to A,,. Let (/_5”)* denote the induced isomorphism

B,)x: CoHy, A/ ()£ (Co(Hy, A)) = Co(D,,A),  [f10 fla, -

Definition and uniqueness of (©,,),. Define (0,,), := (6, );' o (g, ),. This is an isomor-
phism and it is the unique homomorphism such that 0,0 °(©n) = (0,)4 (O), sends
the class of f € C, (gn,A) to the unique class in the bottom quotient whose restriction to
A, equalsfia .

Compatibility with Moore differentials. Let 8% : Ce(Gy, A) = Co(Gy_q,A) and o
C.(#,,A) - C.(H,_1,A) be the Moore differentials, defined as alternating sums of push-
forwards along the face maps. Since each face map restricts to the corresponding face map
on the subgroupoids, the extension-by-zero maps are chain maps, meaning

G / '
A o (e = (a0, 0o ()= Gumn)a o
Hence 8% and 9}! descend to differentials on the quotients, denoted

—G

ai : Cc(gn/A)/(Ln)*(Cc(grluA)) - Cc(gn—llA)/([n—1>*(cc(g’y,1_1/A))f
—H ‘

dy Cc(HnrA)/(]n)*(Cc<M;’1/A)) - CC(Hn—llA)/(]n—l)x-(CC(M;Z_llA))‘
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To show that (@,), is a chain map, it suffices to show (®,,_1), o 5,% = 5,}1{ 0 (0®,).. Apply
(0,_1). toboth sides. Using (5, 1), © (@, 1), = @, _,),and (5 ), (©,), = (7)., this
reduces to ©,_1)x° 5% = (/_5”_1)* o 5;}1{ o (ﬁn)jl °(p,)« But(p, ;). 0 5,% is, by definition of
the induced quotient differential, the map [f] — (E),%f) |a,_,, and similarly the right-hand
sideis [f] — (afjf)|An_l, where f € C.(H,,, A) is any function witth|An =fla,- Choosing
fto be the extension by zero from A, C H,,, we have f] a, = fla, and fl j;, = 0. Since
M), = Gy, and A, agree as subsets of the underlying set, and since the face maps and their
pushforwards agree on A, under the identifications fixed in Definition 3.1.5, we get

OIa . = (@Pla, .
O

The preceding proposition identifies, in the regular subgroupoid setting, the correct quotient
complex: after passing from (jand (' to the auxiliary pair /{ O /', the complement A becomes
a clopen summand in #, so the quotient by chains supported on M’ is literally the chain complex
of compactly supported functions on the complement.

Invariance statements are proved by the same two ingredients. First, any étale functor
¢ : H — (induces maps on nerves ¢, : /,, - §,, hence pushforwards (¢,), on compactly
supported chains, and these assemble to a chain map by functoriality of pushforward. Second,
when ¢ implements an equivalence of groupoids, the equivalence data provide a quasi-inverse
up to similarity, and similarity yields a chain homotopy. Thus an equivalence gives a chain
homotopy equivalence of Moore complexes and therefore an isomorphism on Moore homology.
The next proposition records this in the discrete-coefficient, finite-fibre situation.

Proposition 3.1.9. Let (j and }{ be ample groupoids and let A be a discrete abelian group.
Assume there is an étale functor ¢ : /{ — § which is a groupoid equivalence and such that, for
every n > 0, the induced map on nerves ¢, : #,, = §,, is a local homeomorphism with finite
fibres. For each nn > 0 define (¢,,), : C.(},,, A) —= C.(G,, A) by

(@)@ = > &),  gEG, &€ C(H,A),
heH,,
¢n(h):g

and write (¢,), = ((¢,)+),,5(- Then:
1. (¢4) is a chain map, that is 8;:’ o (@) = (Pr_1)e © 8# foralln > 1.
2. The induced maps in homology H,,((¢,),) : H,(}; A) > Hn(g;A) are isomorphisms for

all # > 0, natural in A.
In particular, (; and H have canonically isomorphic Moore homology with discrete coefficients.

Proof. Since A is discrete and g, H are ample, each gn and #,, is locally compact, Hausdorff,
and totally disconnected. For fixed n and 7y € (,, the fibre ¢}, L() is finite by assumption,
hence the sum defining (¢,,),¢ is finite. Let us verify that (¢,,), maps C.(},, A) to Cc(gn,A).
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Since A is discrete, every & € C.(},, A) is locally constant. Fix v € (5, and choose an open
neighbourhood W C (j,, such that ¢, L(W) is a disjoint union of open sets on which ¢,, restricts
to a homeomorphism onto W. On each such sheet, ¢ is constant on a neighbourhood of every
point, hence the finite sum defining (¢,,),¢ is locally constant on W. Thus (¢,,) ¢ is continuous.
If K C H,, is compact with supp(¢) C K, then supp((¢,,).&) C ¢, (K). Since ¢,,(K) is compact,
this support is compact. Hence (¢,,),¢ € C (QH,A) and (¢,,), is a well-defined homomorphism.

e Chain map property. Forn > 1 and 0 < i < n, functoriality of the nerve gives d9
@n = Pn_1 o d. By functoriality of pushforward for composition, Proposition 2.1.2 yields

(dllg)* o (@) = (Pr_1)s© (df{)*. Summing with signs gives
3o (@) Z( ~1){(d)), o (). Z( D @u_1)e 0 @D, = (@y_1)s 0 9L

e Isomorphism on homology. Choose an étale quasi-inverse ¢ : ( — H for ¢, so that
n t Gn — M, is a local homeomorphism with finite fibres for all n. Define (¢,,). by
the same fibrewise sum and obtain a chain map (¢,),. Since ¢ and ¥ are quasi-inverses,
there are natural transformations o ¢ = id), @ o p = idg. Applying Proposition 2.5.8
to these similarities yields chain homotopies (,), © (¢4). = idc, jr,4) (Pa)e © (Po)s
idc_<g; A)- Thus (¢, ), and (¢,), are chain homotopy inverses, hence induce mutually inverse
isomorphisms on homology.

e Naturality. Naturality in A follows because any homomorphism A — B induces levelwise
postcomposition maps C.(—,A) = C.(—, B), and these commute with all fibrewise-sum
pushforwards.

O

The regular subgroupoid setting replaces the original inclusion " C (; by the equivalent
pair H' C H from Setting 3.1.2, where the complement A becomes a clopen summand and
the quotient complex is identified with compactly supported chains on the complement.
Proposition 3.1.8 provides short exact sequences of Moore complexes for both pairs. To use
these sequences for computations, one must know that the passage from (g, g’) to (H, H') does
not alter homology, and that the resulting long exact sequences match under the equivalence.
The next theorem records this compatibility at the level of long exact sequences.

Theorem 3.1.10. Let ' C Gand H' C Jbe as in Setting 3.1.2, so that (' C § is regular and the
pair (g, g’) is equivalent to (H, H'). Let A be a discrete abelian group. Then for each n > 0
there are natural isomorphisms

H,(G';A) =H,(M{;A),  H,(G;A) =H,(;A), H,(G/G;A) =H,H/H;A),
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such that the following diagram has exact horizontal lines and commutes:

H,,((9).:A)

. H, Hy (441 , 2 :
o —— Hy (G5 A) — H,(§;A) —— H,(G/G;A) —— H, 1(GA) —— -
Hn(<d>'.>*)l Hn((cb.)*)l H”(@')*)l Hn71(<<1>'.)*)l

AN Hy . {
- — Hn<%’;A§IMAHn(H;Alf"MAHn(M/M’;A) a_;) H, j(H;A) — -

Proof. By Setting 3.1.2 there is an étale functor ® : (j — H which restricts to @' : ' — }{" and
induces a functor on complements

5:9\9’ - H\H'.
For each n > 0 this yields local homeomorphisms
®,:Gyo Hy DG i By G\ Gl o My \ M
e Chain-level short exact sequences. Proposition 3.1.8 gives short exact sequences

e G
0 >Ce(GoyA) 25 CoGa A) 225 ColGay ) /CelGlr A) — 0,

, Giih, (i), ‘ ,
0 _)Cc(Ho/A> —_— Cc(%01A> I Cc<Mo/A)/Cc(Mo/A) - 0

e Chain-level isomorphisms and compatibility. Since A is discrete, pushforward along
®,, ®,, @, defines chain maps

(®.)>{- : Cc(Qo/A) - C0<M01A>/
(CD’o)x- : Cc(Q;/A) - Cc(M‘/A)/
(Pa)s : Ce(Ga, A /Ce(Ga, A) = Co(Hy, A) [Co(He, A).

By Proposition 3.1.9 these are chain isomorphisms. Moreover, ® respects subgroupoids
and complements, hence the induced chain maps satisfy

G 2 , \ — G
(@) (e = G0 (@0, @0 (@), = (D)), 0 (qd).,
so we obtain a commutative diagram of short exact sequences of chain complexes

G G

0 — Co(Go, A) —L=5 Co(Ga,A) =25 Co(Ga, A)/Co(Gl A) — 0

<<1>’.>,¢ @’)*l @.»l
H H

0 H CC(%:1A> ]% CC(H./A) q% Cc(M./A)/CC(H:/A) H 0

e Passing to homology. Applying the homology functor to the two short exact sequences

yields long exact sequences with connecting morphisms a% and 9. Naturality of the
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connecting morphism for morphisms of short exact sequences of chain complexes implies
that the above commutative diagram induces the commutative diagram of long exact
sequences in the statement. Since (®,),, (Py),, (®,), are chain isomorphisms, the induced
maps H,((®,),),H,((PL),),H,((P,),) are isomorphisms for all n > 0.

O

3.1.2 Quortient GrouroIiD CASE

In this section we turn to the second source of long exact sequences for Moore homology,
namely the quotient situation. In contrast to the subgroupoid case, the relevant maps on nerves
come from quotient-type surjections and are therefore typically not local homeomorphisms.
Since our chain groups are C.((j,,, A) and the Moore boundary is built from pushforward along
local homeomorphisms, we need a substitute for pushforward along such quotient maps.
Matui’s approach is to single out a class of proper surjections between locally compact metric
spaces for which fibres vary in a controlled way. This control is needed to define fibrewise
summation on compactly supported functions, to prove continuity of the resulting function,
and to verify compatibility with composition and with the simplicial face maps.

The metric input is phrased in terms of Hausdorff variation of compact fibres. For a metric
space (X,d) and a compact subset K C X we write diam(K) := sup{d(x,y) | x,y € K}. For
compact K, L C X we use the Hausdorff distance

dy(K,L) := inf d(x,v), inf d(x,vy) 1,
o) = maxtoup jaf A0 sup Jek )

and we record the estimate |[diam(K) — diam(L)| < 2dg (K, L). Intuitively, regularity says that
near a point of the target, either the fibre varies continuously in Hausdorff distance, or it
becomes uniformly small. This is the precise hypothesis that makes fibrewise constructions
compatible with compact supports.

After collecting the required consequences for such surjections, we apply them degreewise
to simplicial spaces arising from an étale groupoid (; together with a suitable normal wide
subgroupoid of isotropy N, so that the factor groupoid (;/ N is defined and the quotient map
behaves well on compactly supported chains. This yields a chain-level short exact sequence
adapted to the quotient setting and, via Matui’s explicit connecting morphism, a long exact
sequence in Moore homology. Together with the subgroupoid long exact sequence, this
provides the basic cut-and-paste technology used later for computations.

For a set S we write #S for its cardinality.

Definition 3.1.11 (Regular proper surjections [18, Def. 7.6, Def. 7.7]). Let (X,d) and (X', d") be
locally compact metric spaces, and let 7 : X — X’ be a continuous proper surjection.
1. We call it regular if for every x" € X" and every ¢ > 0 there exists an open neighbourhood
U’ C X' of x" such that for every y’ € U’ one has

dpg(m=t (), mN(y)) <e or diam(m (y)) <e.
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2. Set X..:= {x' € X' | #7~1(x") > 1} and X, := m~1(X},). Define metrics

di(x',y) = dy(n 1), =1 y")) forx',y" € X,
d(x,y) :==dx,y) +d(7(x), TY)) forx,y € X,

Lemma 3.1.12 ([18, Proposition 7.8]). Let (X,d) and (X’,d") be locally compact metric spaces
and let T : X — X' be a continuous proper surjection. With X;; C X', X, := (X)),
and the metrics d, on X, and d,, on X,; as in Definition 3.1.11, the inclusions (X, d,) <
(X,d), (X5, d;) — (X',d") are continuous.

Proof. Write 1 : X, = X and /' : X}, = X’ for the inclusions.

e Continuity of «. For x,y € X, onehasd,(x,y) = d(x,y) + d(7t(x), 7 (y)), hence d(x,y) <
d,(x,y). Thus 1 is 1-Lipschitz and therefore continuous.

e Continuity of //. Fix x' € XJ; and let U C X’ be an open neighbourhood of x’. Pick
x € m~1(x"). By continuity of 7t there exists an open neighbourhood V C X of x with
(V) C U. Choose ¢ > 0 such that B;(x,¢e) C V.

Lety' € X withd (x',y") < ¢, ie dy(n~1(x), 7= (y')) < e. By the definition of dy;, there
exists y € w1 (y") withd(x,y) < e. Theny € B;(x,¢) C V, hencey’' = n(y) € n(V) C U.
Since U was arbitrary, (' is continuous at x’, hence continuous.

e Well-definedness. Properness makes each fibre 71" compact, so the Hausdorff distance
dyg(m= 1"y, w1 (y")) is well defined.

O

Lemma 3.1.13 ([18, Lemma 4.4]). Let (X,d) and (X', d") be locally compact metric spaces and
let 7 : X — X’ be a continuous regular proper surjection. For every compact K C X" and every
5>0,thesetKs:= KN {x' € X, | diam 7~ 1(x') > 6} is compact in (X7, d7).

Proof. Since (X7, d};) is metric, it suffices to prove sequential compactness. Let (x;)>1 be a
sequence in K;. Compactness of Kin (X’,d") yields a subsequence, still denoted (x, ), with
x; = x"in (X', d") for some x" € K. Fix ¢ > 0 with ¢ < 6. By regularity of 77 at x" there exists an
open neighbourhood U’" C X’ of x” such that for every y* € U’ one has

dy(mr=t(x), m7 (")) <e or diamr () <e.

For k large we have x; € U'. Since x, € K5, we have diam n_l(x;) > 6 > ¢, so the sec-
ond alternative is impossible. Hence Ay (=", w1 (x;)) < ¢ for all large k, and therefore
dp (=t (x"), m=1(x)) = 0.

For compact subsets A, B C X one has | diam(A) —diam(B)| < 2d (A, B). Thus, for all large k,

diam 7171 (x') > diam 7t (x}) — 2d (=1 (x'), w1 (x})) > 6 — 2e.

Since this holds for every ¢ € (0, 6), it follows that diam 7 lx') > 6. In particular 71 (x")
contains at least two points, so x" € X7, hence x" € Kj.
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!

Finally, for large k both x’, x; lie in X}, and then d;(x',x;) = dg(n~1(x"), m71(x})) - 0.
Hence x; — x" in (X7, d7). O

Lemma 3.1.13 isolates the part of X" where the fibres have uniformly positive diameter.
This is the key compactness input for proving local compactness of X7 in the Hausdorff fibre
metric d;;. Once local compactness is available, the metric definition of d,; gives continuity and
properness of v : X, — X;, and regularity provides openness.

Proposition 3.1.14 ([18, Theorem 7.9]). Let (X, d) and (X’,d") be locally compact metric spaces
and let 7t : X — X' be a continuous proper surjection. Assume that 7 is regular. Then (X, d )
and (X7;,d’;) are locally compact metric spaces, and 7 : (X,,d,) = (X%, d%) is continuous,
proper, and open.

Proof.
e X/ islocally compact. Fix x" € X7,. Choose a compact neighbourhood K C X’ of x" with
x' € K. Set 6 := diam 77~ 1(x’) > 0 and

K5 == KN {y € X, | diam n_l(y’) > 0/2}.

By Lemma 3.1.13, K5/, is compact in (X7, d7;).
We show that x is an interior point of K/, in (X7, d};). Since the inclusion (X7, d7) <

!

(X',d") is continuous by Lemma 3.1.12, there exists €5 > 0 such that d;, (x’,y") < ¢y implies

!

y e K. Lete := min{ey, 6/4} and assume d;; (x',y’) < e. Theny' € K. Moreover,
diam 7t~ (y') > diam w1 (x") — 2d (= (), 7= (y")) = 6 — 2d. (X', y') = §/2,

soy’ € Kso. Thus By (x',€) C K5, and X7 is locally compact.
e Continuity of 77 : X, —» X/.. Forx,y € X,

dr(r(x), m(y)) <d(x,y) +d(rt(x), T(y)) =d(x,y),

so 7t is 1-Lipschitz.

e Properness of 77 : X, — X.. Let K C X/, be compact. By Lemma 3.1.12, K is compact in
X'. Properness of 77 : X — X' gives compactness of 7771 (K) in X. To show compactness
in (X,;,d,), let (x;), be a sequence in 7~ 1(K). After passing to a subsequence, x; — x in
(X,d). Since K is compact in (X7, d7,), after passing to a subsequence we have 77 (x;) — z' in
(X7, d%). By Lemma 3.1.12 we also have 7t (x;) — 2" in (X', d"). Continuity of 77 : (X,d) —
(X',d") yields 7t (x;) — mt(x) in (X’,d"), hence z’ = 7 (x).

Therefore d’, (7t (x;), 7 (x)) — 0, and

d (X, x) =d(x,x) +d (T(xg), m(x)) - 0.

Thus 7~ 1(K) is compact in X, so 7T is proper.
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e X, is locally compact. Fix x € X,;. Choose a compact neighbourhood K C X/, of 7t (x).
Then 7~ 1(K) is compact in X, by properness, and it is a neighbourhood of x. Hence X, is
locally compact.

e Openness of 7 : X, —» X}. Let V C X, be open and let x € V. Choose ¢ > 0 such that
By (x,€) C V. Letz' € Xy withd(7m(x),2') < /2, thatis dyy (™! (m(x)), 71 (2')) < €/2.
Pick y € =1 (z") with d(x,y) < e/2. Then

d(x,y) =d(x,y) +d(t(x), T(y)) <e/2+¢€/2=¢,

soy € Vandz' = n(y) € m(V). Hence Bd,n(n(x),s/Z) C t(V),so (V) is open.
O

Proposition 3.1.15. Fori = 1,2, let (X;,d;) and (X}, d}) be locally compact metric spaces and let
7t; : X; = X] be a continuous proper surjection. Let ¢ : X; — X, and ¢' : X] — Xj, be surjective
local homeomorphisms such that 77, o ¢ = @' o 717. Assume moreover that for every x" € X the
restriction ¢ : 717 Tix"y - usy 1 (¢’ (x")) is bijective. Then 7t; is regular if and only if 77, is regular.

If 71y and 71, are regular, then the restrictions ¢’ : (Xi),r1 - (X3) 1 @8 (X9) g, = (Xp) 5, are
local homeomorphisms, where (X}) . = {x" € X] | #ni_l(x’) > 1} and (X;),, = ni_l((Xl’.)ni),
endowed with the metrics d7; and d from Definition 3.1.11.

Proof.

e A Hausdorff estimate under uniform continuity. Let (Y, p), (Z, ') be metric spaces, let
K C Y be compact, and let F : K — Z be continuous. Then F is uniformly continuous, so
for every € > 0 there exists 6 > 0 such that p(x,y) < J implies o (F(x),F(y)) < ¢ for all
x,y € K. Consequently, for nonempty compact A, B C K,

dH,p(A,B) <6 = dy,(F(A),F(B)) <e¢, diamp(A) < = diam,(F(A)) < e.

Indeed, if d H,p (A,B) < 9, then for every a € A there exists b € B with p(a,b) < 6, hence
o (F(a),F(b)) < ¢, and taking suprema gives SUp, 4 inf,cp 0 (F(a),F(b)) < ¢ the other half
is symmetric. The diameter implication is immediate.

e 71, regular implies 77, regular. Fix x;, € X, and € > 0. Choose x] € X] with ¢'(x]) = x5.
Let Ki C Xj be a compact neighbourhood of x] and set K; := 7y 1(Ki), compact by
properness of 71;. Apply the estimate above to F = ¢k, to obtain § > 0 such that for
compact A,B C Ky,

di1(A,B) <é=dy,(9(A),p(B)) <, diam; (A) < 0 = diam,(¢(A)) < e.

By regularity of 7r; at x| with parameter J, choose an open neighbourhood U} C K of x}
such that for every y; € U],

dp 1 (7 (), iyt (yy)) <6 or  diamy (7l (yh)) < 6.

Set U} := ¢'(U}), open since ¢" is open. Fix y; € U; and choose y| € U; with ¢'(y}) = y5.
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The following square commutes:

4
X1 — X5

m| e

x; 5 x5
The commutative square and fibrewise bijectivity give

() = (), e(r ) = ot ().

If the first alternative holds, then dp; , (715 1 (x5), 115 1 (y5)) < e. If the second alternative

holds, then diam, (775 1 (y5)) < e. Thus 7, is regular at x5.

7, regular implies 71, regular. Fix x] € X] and € > 0, and set x;, := ¢'(x}). Choose an
open neighbourhood V; C X of x such that ¢'ly : V] — V; is a homeomorphism onto
an open set V, C Xj;. Shrink V] so that V] is compact, and set K := V], K} = ¢'(K}),
K, := 75 1(K}), compact by properness of 71,.

We claim that ¢ : 711 1 (V) —» my 1 (V3) is a homeomorphism. It is bijective by fibrewise
bijectivity and the fact that ¢/|Vg is bijective: given z € 75 1 (V3), putz;, = my(z) € V, and
zj = (go’lVi)_l(z’z) € V], then there is a unique x € 7171 (z}) with ¢(x) = z. Since g is a
local homeomorphism, a bijective restriction is a homeomorphism.

Apply the estimate above to F = (¢| AT KY) )~1: K, — Xj. Thus there exists § > 0 such that
for compact A, B C K5,

dy2(A,B) <6 =dy,(F(A),F(B)) <eg, diam,(A) < § = diam;(F(A)) < ¢.

By regularity of 77, at x/, with parameter J, choose an open neighbourhood U, C V; of x,
such that for every y;, € U,

dp 2 (51 (), 5t (yh)) <6 or  diam, (7171 (yh)) < 6.

Put U] := (§9l|v3)_1 (U3), an open neighbourhood of x7. Fix y; € U] and set y, = ¢'(y}).
Using

i) = (), ) = (),

the two alternatives imply, after applying F,
dp 1 (7 (), iyt (yy))) < e or  diamg (71 (1Y) < e

Thus 777 is regular at x7.
Local homeomorphisms on the nontrivial-fibre. Fibrewise bijectivity implies #7171 (x') =
#7t2_1((p’ (x")) for all x € X!, hence

P (X)) = Xy 9((XDm) = Xa)r,.
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Fix x] € (Xi)n1 and choose V] as in the previous item, with V_i compact and gn’IVi a
homeomorphism onto V3. Then ¢ : 11 1 (V) - 5 1 (V) is a homeomorphism, so both ¢
and ¢! are uniformly continuous on the compact sets 7171 (V}) and 75 1(V}). Applying
the Hausdorff estimate to ¢ and ¢~! shows that the restriction

¢ :Vin (Xi),r1 - V5N (Xé)n2

is a homeomorphism for the metrics d; and d};,. Hence ¢ : (X}),, = (X3), is a local
homeomorphism. Finally, since d; (x,y) = d;(x,y) +d’, (71;(x), 71;(y)) and 71 0 ¢ = ¢ 0 71y,
the same neighbourhoods yield that ¢ : (X;),;, = (X3), is a local homeomorphism.

O

We now introduce the notion of reduction maps. Throughout this subsection we fix the
following standing assumptions. Let (X, d) and (X', d") be locally compact metric spaces and
let 7 : X — X' be a continuous proper surjection. Assume that 77 is regular and fix a discrete
abelian group A. By Proposition 3.1.14, the metric spaces (X,,d,) and (X}, d,) are locally
compact, and the restricted map 7 : X,; — X7, is continuous, proper, and open. If X and X" are
totally disconnected, then X, C X and X7, C X’ are totally disconnected as well.

Lemma 3.1.16 ([14, Lemma 4.8]). Let (X, d) and (X', d") be locally compact metric spaces which
are totally disconnected, let A be a discrete abelian group, and let 77 : X — X’ be a continuous
proper surjection which is regular in the sense of Definition 3.1.11. Write X, C X and X}, C X'
as in Definition 3.1.11, and regard 7t as a map X,; — X7.. Then for every f € C.(X, A) there exist
a compact open subset L' C X7, and a continuous map g : X;; — A such that f (x) = g(7t(x))
forallx € X\ m~1(L").

Proof. Let K := supp(f), which is compact. Since A is discrete, f is locally constant, hence
K = {x € X | f(x) # 0} and K is compact open in X. Choose §; > 0 such that d(x,y) < é;
implies f (x) = f(y) for all x,y € K. Since K is compact and X \ K is closed and disjoint from K,
the number ¢ := inf{d(x,y) | x € K, y € X \ K} is strictly positive. Set § := min{Jy, 61}. Then
d(x,y) < ¢ implies f (x) = f(y) forallx,y € X.

Define K’ := 7(K) N {x’ € X/, | diam(7t~!(x")) > &}. Since 7t is proper and K is compact,
7t(K) is compact in X', and Lemma 3.1.13 shows that K" is compact in (X};,d};). Because X,
is locally compact and totally disconnected, it has a basis of compact open sets, so choose a
compact open neighbourhood L’ C X7 of K'. Since X7, is Hausdorff, L is clopen.

Put B := X, \ L"and E := m~1(B) C X,;. We claim that f|r is constant on each fibre of
mlg: E— B. Fixx’ € Band x,y € 7~ 1(x'). If ' & 7t(K), then x,y & K, hence f (x) = f(y) = 0.
If ¥’ € m(K), then ¥’ & K’ because K' C L', hence diam(7r~1(x")) < 6, so d(x,y) < 6 and
therefore f (x) = f (y). By Proposition 3.1.14, the map 7 : X, — X7, is open. Hence 7|z : E - B
is an open surjection and therefore a quotient map. Since f|r is constant on fibres, there exists
a unique continuous map gg : B — A such that fl = gg o (7lg). Define g : X}, — A by
glg = gp and gl;/ := 0. Because B and L’ are clopen and A is discrete, g is continuous. For
x € X, \ m (L") = E we then have f (x) = g(7t(x)), as required. O
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The goal of this subsection is to isolate, from a compactly supported function f € C.(X, A),
the part which is genuinely transverse to a regular quotient map 77 : X — X'. Regularity controls
the variation of fibres in the Hausdorff metric and forces the region of large fibres to live in
a compact open subset of X7.. As a consequence, outside the preimage of a suitable compact
open set in X7, the function f becomes constant along fibres of 77, hence factors through 7. This
is the key input for the reduction maps constructed below, and it is the point where regularity
replaces excision in the factor groupoid situation, compare [14, Lemma 4.8, Definition 4.10].

Lemma 3.1.17 ([ 14, Lemma 4.8]). Let (X, d) and (X', d") be locally compact metric spaces which
are totally disconnected, let A be a discrete abelian group, and let 77 : X — X' be a continuous
proper surjection which is regular in the sense of Definition 3.1.11. Write X, C X and X}, C X'
as in Definition 3.1.11, and regard 77 as a map X,, — X};. Then for every f € C.(X, A) there exist
a compact open subset L' C X7, and a continuous map g : X;; — A such that f (x) = g(7t(x))
forallx € X\ m~1(L").

Proof. Let K := supp(f), which is compact. Since A is discrete, f is locally constant, hence
K ={x € X | f(x) # 0} and K is compact open in X. Choose ; > 0 such that d(x,y) < &,
implies f (x) = f (y) for all x,y € K. Since K is compact and X \ Kis closed and disjoint from K,
the number

0p == 1inf{d(x,y) |x € K, y € X \ K}

is strictly positive. Set J := min{dy, 61}. Then d(x,y) <  implies f (x) = f(y) forallx,y € X.
Define

K := n(K) N {x' € X} | diam(rt~1(x)) > 4}

Since 7t is proper and K is compact, 77(K) is compact in X', and Lemma 3.1.13 shows that K’ is
compact in (X7, d7,). Because X is locally compact and totally disconnected, choose a compact
open neighbourhood L' C X7, of K'. Since X}, is Hausdorff, L’ is clopen.

Put B := X, \ L'and E := 7~ 1(B) C X,;. We claim that f|r is constant on each fibre of
mlg: E— B. Fixx’ € Band x,y € 7~ 1(x'). If ' & 7t(K), then x,y & K, hence f (x) = f(y) = 0.
If ¥ € 7(K), then ¥’ & K’ because K’ C L', hence diam(t~1(x")) < 6, so d(x,y) < 6 and
therefore f (x) = f (y).

By Proposition 3.1.14, the map 77 : X, — X7, is open. Hence 7| : E — B is an open surjection
and therefore a quotient map. Since f| is constant on fibres, there exists a unique continuous
map gg : B = A such that f|[p = gp o (71|g). Define ¢ : X7, - A by glg := gg and gl := 0.
Because B and L' are clopen and A is discrete, g is continuous. For x € X, \ 7 (L") = E we
then have f (x) = g(7t(x)), as required. ]

For f € C.(X,A) and a compact open subset K’ C X7, define fx. € C.(X,,A) by

fier(x) == f), xen (K,
K 0, x & T H(K").
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Corollary 3.1.18 ([14, Corollary 4.9]). Letf € C.(X,A),and let L’ C X/, be as in Lemma 3.1.17.
If Ki, K5 C X, are compact open subsets with L’ C Kjand L’ C K}, then fKi - foz lies in the
subgroup m*C.(X;, A) C C.(X,;,A), where 7t*(h) := h o 7t. In particular, the class of fx: in
Co(X,, A)/m*Co (X7, A) is independent of the choice of compact open K’ D L'.

Proof. By Lemma 3.1.17 there exists a continuous g : X}, — Asuch thatf = gorron X\ 7~ (L").
Set D := (K} \ K5) U (K5 \ K}) € X7, \ L. Define h : X;;, -» A by

gix", x' eK|\K;,
h(x') == y—¢g(x"), ¥ € K5\ K},
0, x" & D.

The sets K \ K; and K; \ K] are compact open, hence h € C (X7, A).
Forx € X, if m(x) € K{ NK; or m(x) & K] UKj, then (fKi —fKé)(x) =0=h(n(x)). If
(x) € K] \ K}, then x & 7~ 1(L") and

(fry — fiy) (%) = f(x) = g(r(x)) = h(m(x)).
If r(x) € Kj \ K{, thenx & 7~1(L’) and
(fx; = fiy) () = =f (X) = =g (70(x)) = h(7T(x)).

Thus fx; —fxy, =hom =m*(h) € m"C.(X7, A). O

Our goal is to construct, from a regular proper surjection 77 : X — X' between totally
disconnected locally compact metric spaces, a canonical reduction of compactly supported
A-valued functions on X modulo pullbacks from X7.. The key input is Lemma 3.1.17: outside
the preimage of a suitable compact open subset L' C X7, every f € C.(X, A) is constant along
the fibres of 77 and hence factors through 7. Therefore one may truncate f to 7=1(K’) C X, for
any compact open K’ D L', and the resulting class in C.(X,;, A) /7*C.(X};, A) is independent
of the choice of K’'. This is the reduction map IT used later in the long exact sequence.

For f € C.(X,A) and a compact open subset K’ C X7, define fi» € C.(X,, A) by

Fe() = f), xen (K,
K 0, x € X\ T H(K).

Lemma 3.1.19. Let A be a discrete abelian group. Fix f € C.(X,A), and choose L' C X7,
and g : X;; - A as in Lemma 3.1.17, so that L’ is compact open and f (x) = g(7t(x)) for all
x € X\ N(L"). If K}, K; C X7, are compact open with L’ C K} N Kj, then

where 77* (h) := h o 7. In particular, the coset i + 7*C.(X};, A) is independent of the choice of
compact open K’ D L.
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Proof. Set D := (K] \ K3) U (K5 \ K}), a compact open subset of X,. Define 1 : X7, — A by

g(x), x' eKi\Kj,
h(x') :=={-g(x"), x' €K)\Kj,
0, x" & D.

Then h € C (X7, A). If m(x) € D, then 7r(x) & L' since L' C K] N K}, hence f (x) = g(7(x)).
If 7(x) & D, then m(x) € K] NKj or m(x) & K] UK, sofKa (x) —fKé(x) = 0. Therefore
fKi _fKé =home ﬂ*CC(X;T,A) ]

Definition 3.1.20 (Reduction map). Let A be a discrete abelian group. For f € C.(X, A) choose
L' C X}; as in Lemma 3.1.17 and pick any compact open K’ C X, with L’ C K'. Define

TI(f) := fxr + T*C(X}, A) € Co(X,p, A) [T C (X0, A),

where 7t* (h) := h o 7t. By Lemma 3.1.19 this is independent of the choices and hence defines a
well-defined homomorphism

[1: C.(X,A) - Co(Xy, A) T Co(Xly, A).

Proposition 3.1.21 ([ 14, Proposition 4.11]). The reduction map I1is a surjective homomorphism
and ker(I) = m*C.(X’,A) C C.(X,A).

Proof.

e Homomorphism. Fix f,f, € C.(X,A). Choose compact open sets L|,L; C X7 as in
Lemma 3.1.17 for f;,f,, and choose a compact open K’ C X7 with L] U L, € K’. Then
(f1 +f2)x = fr + (f2)ke, hence I1(fy + f,) = TI(fy) + LI(f,).

e Surjectivity. Let u € C.(X,, A). Since A is discrete and X, is totally disconnected, u is
locally constant with compact support, so u = Z]"il axc, for some 4; € A and pairwise
disjoint compact open sets C; C X;. It suffices to lift a)c for a compact open C C X, and
a € A. PutK' := n(C) C XJ;. By Proposition 3.1.14, the map 7 : X,; — X}, is open and
proper, hence K’ is compact open. The sets C and 7~ (K’) \ C are compact and disjoint in
the totally disconnected locally compact space X, so there exists a compact open set U C X
withCCUand UN (m 1K)\ C) = 0. Letf := axy € C.(X,A). Then on X, one has
frx' = axXunr1xy = axc, 80 LI(f) = axc + m*C. (X7, A). By additivity, IT is surjective.

e Kernel. If 1 € C.(X',A), then for any compact open K’ C X7, (ho )y = (hlg) o T €

*C.(X}, A),soII(ho ) =0and 7*C. (X', A) C ker(IT).
Conversely, let f € ker(Il). Choose L' C X7, and g : X}, — A as in Lemma 3.1.17. Since
I1(f) = 0, we may take K’ = L’ and obtain f;, € 7*C.(X};, A). Hence fis constant on each
fibre of 7t over L'. On X, \ w~!(L’) we have f = g o 71, so f is constant on fibres there as
well. If x' € X' \ X, then #71(x') = 1 by definition of X7, so fis trivially constant on
that fibre. Therefore f is constant on every fibre of 7.
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Define f : X' » Aby f(x') := f(x) forany x € 7~ '(x'). Thenf = f o 7. Since 7
is continuous, surjective, and open, it is a quotient map, hence f_ is continuous because
f_ o 1 = fis continuous. Moreover, supp(f ) C m(supp(f)), which is compact since 7t is
proper. Thus f € C.(X',A) and f € m*C.(X’, A).

O

The role of the spaces X, and X7, is to isolate the place where a proper surjection 77 : X — X’
has nontrivial fibres. Under regularity, Proposition 3.1.14 shows that (X, d,) and (X7, d7)
are locally compact and that 77 : X, — X}, remains continuous, proper, and open. This is
the input needed to form quotients of compactly supported functions in a controlled way.
Lemma 3.1.17 is the key mechanism: for every f € C.(X,A) the obstruction to factoring f
through 7 is supported over a compact open region in X7;. This motivates two steps.

e For a compact open K’ C X/, one truncates f to fx:, keeping support over 7=1(K’) C X,.
e One then passes to the quotient by 7*C.(X7;, A), which kills the fibrewise constant part.
The reduction map IT : C.(X,A) - C.(X,,A)/m*C.(X};,A) records the remaining fi-
brewise variation and is independent of auxiliary choices once K’ is large enough, see
Definition 3.1.20 and Proposition 3.1.21.
In particular, Proposition 3.1.21 gives a canonical identification

C.(X,A) [/ Co (X', A) = C.(X, A) [T Co(X, A).

For later applications it is essential that this reduction procedure is natural with respect to
local homeomorphisms. The next proposition records the compatibility needed when the
construction is applied degreewise to nerves in the factor groupoid situation.

Proposition 3.1.22 ([14, Proposition 4.12]). Fori = 1,2, let (X;,d;) and (X],d}) be locally
compact metric spaces which are totally disconnected, and let 77; : X; — X’ be continuous
regular proper surjections. Let ¢ : X; — X, and ¢’ : X] — X, be surjective local homeo-
morphisms such that 7, o ¢ = ¢’ o 719, and assume that for every x; € X] the restriction
Q: nl_l(x’l) — nz_l(go’(x’l)) is bijective. Put Y; := (X;),, and Y = (le)nl_. Let o be the map
induced by ¢,,

0:Co(Xq,A)[iC(X],A) = Co(Xp, A) 3C(X5, A),
and let 7 be the map induced by 7,Ic_y, a),

T: C (Y1, A) 75 C(Y], A) = Ce(Ya, A)/EC(Yh, A).

Then the reduction maps I1; satisfy 7 o Il; = II, o ¢ as maps C.(Xy,A)/m;C.(X],A) —
C.(Yy,A) [/ t3C(Y5, A).
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Proof. We first record that o and 7 are well defined. For ¢ € C.(X|,A) andy € X, using
7T, o ¢ = @' o 711 and the fibrewise bijectivity assumption, we have

P = ) glm) = > g(x}) = (¢).8(ma(y)) = m3((¢").8) ().
xep~l(y) xj (9" (y))
Hence ¢, (77C.(X],A)) C m;C.(X5,A), and similarly ¢, (7;C.(Y],A)) € m;C.(Y5,A), s0 0
and 7 are induced by 7,.
Letf € C.(X1,A) and set S := {x € X; | f(x) # 0}, so S is compact. Choose a compact open
set D' C X3 with 711(S) C D'. By Proposition 3.1.15, the restrictions

Ply, Y1 =Yy, 9lly Y=Y,

are local homeomorphisms and satisfy 71, c ¢ = ¢ o 711 on Y. Choose compact open sets
L7 € Yjand L, C Y5 as in Lemma 3.1.17 for f and ¢,f, respectively. Choose a compact open set
C’ € Y, with L, C C’, and define E’ := (go’)_1 (C") N D" N Y. Since Y] is totally disconnected
and locally compact, choose a compact open K’ C Y} with L; UE’ C K'.

Enlarging cut-offs does not change reduction classes by Corollary 3.1.18, hence

Hl(f + ﬂTCC(X’,A>) :fK’ + NICC(Y/,A),
Iy (. f + m5C(X5,A)) = (m.f)o + m53C(Y5, A).

It suffices to prove 7, (fx:) — (71.f)c € m5;C.(Y5,A). We prove the stronger identity 7, (fp/) =
(7mf ) in C. (Y5, A). Since fy: — fpr € 17 C.(Y], A), applying 77, and using the well-definedness
computation above yields 7, (fx) — 7, (fg:) € m3C (Y, A), so the claim follows.

e Compactness device. Let C' C Y/, be compact and let D’ C X/ be compact. Then E’ :=
(@) HCHYND' N Y] is compact in Y. Let (y;), be a sequence in E’. Since D’ is compact
in X}, after passing to a subsequence we may assume y, — y’ in X}. Since ¢’ (y;) € C" and
C' is compact in Y, after passing to a further subsequence we may assume ¢’(y,) — z' in
Y5. By Lemma 3.1.12, convergence in Y, implies convergence in X3, hence ¢'(y;) — z' in
X5. Continuity of ¢’ gives ¢'(y;,) — ¢'(y") in X3, hence z’ = ¢'(y'). Thus ¢'(y") € C' C Y5,
By Proposition 3.1.15, this implies " € Y. Moreover y’ € D’ since D’ is closed in X7, and
y' € (¢)"1(C"). Hence y’ € E'.
Since ¢'ly; : Y} — Y} is a local homeomorphism, there exists an open neighbourhood
U’ C Y; of y' such that ¢'|;;s is a homeomorphism onto the open set ¢’ (U’) C Y;. As
o' () — ¢'(y') in Y5, we have ¢'(y;) € ¢ (U') for k » 0, hence y, € U’ for k > 0.
Therefore y;, — y" in Y]. Thus E’ is sequentially compact, hence compact.

e Identify the representatives. Fix y € Y,. If 71, (y) & C’, then for every x € ¢! (y) one has

P (m(x)) = M (p(x)) = Mo (y) & C',

so 7 (x) & (¢")"1(C") and hence 7y (x) & E’. Thus fp.(x) = 0 for all x € ¢~ (y), so
P.(feNW) =0 = (¢./)c (). If my(y) € C', then for every x € ¢~ (y) one has 71y (x) €
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(@)~ 1. Moreover f(x) = 0 whenever 7, (x) & D’, since ;(S) C D’. Hence the
fibrewise sum defining ¢, f (y) only receives contributions from x € ¢~ (y) with 7 (x) €
D'. For such x we have 771 (x) € E" and fg/(x) = f(x). Therefore ¢, (fp)(y) = @.f(y) =

(9.f)c (). Thus 7T, (fg) = (1. f)c in Co(Yp, A).
Combining the reductions and the definitions of o and 7, we obtain

(I (f + mC(X], A))) = 7, (fi) + m3Co (Y, A)
= (n*f)c’ + ﬂ;CC(Y/,A)
=IL(o(f + m;C.(X], A))).

This proves T o I} =11, o 0. O

3.1.3 FroMm RecuLARrITY ON UNITS TO REGULARITY ON NERVES

We record the groupoid-level setting and its consequences following [14, Setting 4.13].

Setting 3.1.23 ([14, Setting 4.13]). Let § and (' be étale groupoids and let 7 : § — (' be a
continuous homomorphism such that:

1. 7 is surjective,

2. 7is proper,

3. forevery x € go, the restriction 77 : ¥~ 1(x) - r 1 (7t (x)) is bijective,

4. Gand (' are totally disconnected.

Lemma 3.1.24 ([14, Lemma 4.15]). Let 7 :  — (' be as in Setting 3.1.23.
The following are equivalent:
1. 7 go - g(’) is regular,
2. : G — (' isregular,
3. there exists n € N \ {1} such that 7, : Qn - (g’)n is regular.

Proof.
e 1.e2. Write 7 : g — () for the map on units. Since (and ;' are étale, the range maps
r:G - Goandr:( — () are local homeomorphisms. The commutative square

GG
Lol
Go — G

satisfies the fibrewise bijectivity hypothesis along r by assumption 3. Therefore Proposi-
tion 3.1.15 applied to this square yields 1.=2.

e 2.3. Forn > 2, the projection py : gn - g, P1(&1,---,8n) = §1,1s alocal homeomorphism,
and similarly p; : G, — (’. Moreover, 71, is defined levelwise and satisfies p o 71, = o py,
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and the induced maps on fibres of p; are bijections. Applying Proposition 3.1.15 again to
the following square gives 2.<3.:

Gn —> Gn

W

G
O

Proposition 3.1.25 ([14, Proposition 4.17]). Let 7t :  — (' be as in Setting 3.1.23 and assume
7t is regular. Then the groupoids (;,; and (j; are étale for the topologies induced by the metrics
d,; and d’, from Definition 3.1.11.

Proof. Apply Proposition 3.1.14 to the regular proper surjection 7z : § — §'. This yields that (.
and (j; are locally compact Hausdorff and that the restricted map 7 : G, — (7, is continuous,
proper, and open. By Lemma 3.1.24, regularity of 7w implies regularity of 7y : Go — (.
Applying Proposition 3.1.14 again to 77y shows that ((g) , and () are locally compact and
that 77 : (Qvo)7T - (g(’))n is open. The range map r : g - go is a local homeomorphism.
Restricting to (, C Gand (Gg) » C (o gives a continuous map 7 : G — (Go) . To see thatrisa
local homeomorphism for the d;-topology, fix ¥ € (j,, and choose an open bisection U C (
withy € U. Thenr|;; : U — r(U) is a homeomorphism. Since 7|,y is a homeomorphism
onto 7t (r(U)) by assumption 3. and étaleness, the set U N gn is open in gn and r(U N Qn) =
r(U) N (Go)r is openin (Go) .. Hencer : U N G, — r(U) N (Gy) - is a homeomorphism. Thus
r: Gz = (Go) is a local homeomorphism. The same argument applies to 7 : G = (Gg) .
Therefore (. and (j; are étale. O

Lemma 3.1.26 ([14, Lemma 4.18]). Let 7 : § — (' be as in Setting 3.1.23 and assume 7 is
regular. For any n € N \ {1}, the spaces (g,’T)n and (g‘,’z)nn are canonically homeomorphic, and

similarly (gn)n = (gn)n,,-

Proof. Fix n > 2. By definition,

(Gr)n = {81, ,8n) € (G)" 18(8)) = 7(&i 1)),
(Gi)r, = {0 € Gy | #(m,) "1 (') > 1}

We claim that these subsets of (g’)” coincide.
Let (g}, --,&n) € G- Then (g3, ..., 81) € (Gy),, if and only if there exist two distinct elements
of (j,, mapping to (g3, ...,y,) under 7,,. Since 71,, is defined componentwise,

70, (81 o1 8&n) = (7T(g1), o, TT(&H)),
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and since 7 is fibrewise bijective along the range map in Setting 3.1.23, the fibre 7, L S1r-18n)
is in bijection with 1 g1) via projection to the first coordinate. In particular,

#ri (g, g > 1 e #nl(gh) > 1.

On the other hand, (g}, -..,8,) € (), if and only if ¢ € (7, that is #ﬂ_l(g’l) > 1. Thus
<g;r>n = (gr’z)nn as subsets of (g’)”. It remains to check that the induced topologies agree.
Consider the map ¢ : G;, — G, (87, ---,8n) = 7r(g7)- Since (' is étale, ¢ is a local homeomor-
phism. Moreover, by Proposition 3.1.15 applied to ¢ and its induced map on the base, the
restriction ¢ : <Q;2>nn - (g(’))nO is a local homeomorphism.

On the other hand, (), carries the relative product topology induced from (§)", and
the same map ¢ is a local homeomorphism ¢ : (G),, = (Gg),, since r : G5 — (), is a
local homeomorphism by Proposition 3.1.25. Hence both subspace topologies on the common
subset (G')" are characterised by the requirement that ¢ be a local homeomorphism to ((() -
Therefore they agree, and the identification is canonical.

The statement for (; is identical. O

Proposition 3.1.27 ([ 14, Proposition 4.19]). Let 7t :  — (' be as in Setting 3.1.23 and assume
7t is regular. Let A be a discrete abelian group. For each n > 0, let I'],, be the reduction map
associated to 7, : G, — (;; as in Definition 3.1.20. Then:

1. IT,, induces an isomorphism

CeGu, A [75C(Gr A) = Cel(Gr) s A T05C(Gr) i, A),

2. the family (I1,,),>o defines an isomorphism of chain complexes

Ce(Ge, A) [TiC(GLA) = Col(Gr)e, A) [ TiC((GR) e, A),
where the differentials are the Moore differentials on the respective nerves.

Proof.

e Degreewise isomorphism. Fix n > 0. By Lemma 3.1.24, the map 7, : G, — (; isa
regular proper surjection between totally disconnected locally compact metric spaces.
Apply Proposition 3.1.21 to 7,,. Then I1,, is surjective with kernel n;CC(g,'I,A), hence it
induces an isomorphism

Ce(Gu, A) [ T3 Ce (G A = Co((G) e, A [ THC((Gi) e A).

By Lemma 3.1.26, there are canonical homeomorphisms (G,,) . = (Gr)p, (Gp) . = (Gr)y,
so the claim follows.
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e Compatibility with Moore differentials. Fix n > 1 and 0 < i < n. The face maps
di G, = G,_qand d; : G, — (G, _,; are local homeomorphisms since (; and (;" are étale,
and the squares with 71, commute. Apply Proposition 3.1.22 to the commutative square

d; ,
gn — Qn—l

o

Gn =277 Gn-1-

This yields (d;), oI1,, = I1,_qo(d;),. Taking the alternating sum over i gives d,,oI1,, = I1,,_;0
d,, Therefore (I1,)),> is a chain map. By the first item it is degreewise an isomorphism,
hence a chain isomorphism.

O

Theorem 3.1.28 ([14, Theorem 4.20]). Let 7t :  — (' be as in Setting 3.1.23 and assume 7 is
regular. Let A be a discrete abelian group. Then there is a commutative diagram whose two
rows are long exact sequences in Moore homology:

L Ho (G A 2 HL(G A T HL(Q) —2 Hyy (G, A) —— -

H (l/)\L H (l>\L H, 1, )\L H,_ 1(1 )\L

H,, (7t*) (q

o Hy (G A T H, (G A) 0 H,(QF) —T H (Gl A) —— -

Here
e 7 denotes pullback along 71, : (j,, — (, in each degree, hence a chain map C.(G,, A) —
Cc(g,,A) and likewise CC((gg),,A) - CC((gn),,A),
g and g, are the quotient maps of chain complexes,
1,1" are induced by inclusions CC((gﬂ),,A) o Cc(g,,A),CC((g;T),,A) N CC(gL,A),
H,, (I1,) is the isomorphism induced by Proposition 3.1.27,

d,, and d;; are the connecting morphisms,
o Q.= Ce(Go, M)/ Cu(Gly A) and QF = Col(Gr)oy A /7 Cel(Glr) o, A).

In particular, the vertical map on the quotient term is an isomorphism.

Proof.
e Short exact sequence and connecting morphisms for (;. For each n > 0, pullback along
7, defines a homomorphism

7t CelGrn ) = CeGuA), (THQ) = (@),
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Since 7, is surjective, 7;; is injective. Since 7, o d; = d; o 7,1 for all face maps d;, these
maps assemble to a chain map 77 : CC(QL,A) - Cc(g,,A). By definition of Q,, for each
n > 0 there is a short exact sequence

0= Co(Gh A) =5 ColG A) 25 Q, = 0,
hence a short exact sequence of chain complexes
0 - C(Go, A T Co(Ga, A) - Qu — 0.

This yields a long exact sequence in homology with connecting morphisms d,,. Concretely,
writing the Moore differential on all complexes as d,,, the connecting morphism

an : Hn(Qo> - Hn—l(g’/A)

is defined by the following lift and boundary procedure. Choose a cycle ¢ € Q,, repre-
senting a class in H,(Q,). Choose b € CC(Qn,A) with ¢,,(b) = ¢. Then 0 = d,_1(c) =
Gn-1(dp_1(b)), s0 d,_1(b) € 7;,_1C.(G,_4,A). Since 7r;,_, is injective, there is a unique
ae Cc(g;l_l,A) such that 7t} _; (a) =d,,_1(b). Set 9,,([c]) := [a].

This is well defined and gives exactness.

Short exact sequence and connecting morphisms for (;,. Assume 7 is regular. Applying
the same construction degreewise to 71, : (), = (7), gives a short exact sequence

0= Col(Gl)e A 25 C(Gr)e A) 5 Q7 > 0,

hence a long exact sequence with connecting morphisms 9;;, by the same lift.

Vertical maps and commutativity. Since the topology on (), and (G;), is finer than
the subspace topology from (;,, and (,, every element of C.(((),, A) and C.((G7),,, A) is
also an element of C, (gn,A) and CC(Q,Q,A). Thus the inclusions of chain complexes

Col(Gr)esA) = C(Ga, A), Cel(Glo)as A) & Co(Gl, A)

induce homology maps H,, (1) and H,,(1"). By Proposition 3.1.27, the reduction maps I1,
assemble to a chain isomorphism I, : Q, —=5 QF, hence induce isomorphisms H,,(I1,) on
homology. The long exact sequence construction is natural with respect to morphisms of
short exact sequences of chain complexes. Finally, apply naturality and homology to

0 —— Co(Go,A) —— Ce(Ga,A) —— Qo — 0

/| | I,

0 — Col(Gi)e A) —T5 Col(Gr)a, A) —=5 QF

~
e
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3.2 THE UNIVERSAL COEFFICIENT THEOREM

The UCT is purely algebraic and applies to chain complexes of free abelian groups with
coefficients introduced via tensor products. In order to bring our groupoid homology with
coefficients in a topological group A into this framework, we now identify it with the homology
of Cc(g,, Z) ®z A by constructing an explicit chain isomorphism Cc(gn, Z)®z A=C, (gn,A)
in each degree. We will restrict the hypothesis to discrete topological groups. As it turns out,
homology using Moore complexes does not yield a UCT for general topological abelian groups.

Proposition 3.2.1. Let (; be an ample groupoid and A a discrete abelian group. For n > 0 write

Cn(grz) = Cc(gnl Z)/ Cn(Q;A) = Cc(gn/A)/
n
=) (=D, : Cu((; Z) - Coq (G5 Z),
=0
Zn |
I =Y (=1, : Cu((;A) > C1(G; A)
i=0
be the Moore differentials. Then for each n > 0 there is a natural isomorphism in Ab
D, :C(Gn Z) ®7A > C(GrA), P, (f ®a)(x) :=f(x)-a,
and the family ®, = (®,),,5( is a chain isomorphism
D, : (CC(Q-IZ) Qz A, ao ®idA) > (CC<go/A)/ a?)

In particular, H, (G;A) = H,(C.(G,,Z) ®7 A) foralln > 0.

Proof. Fixn > 0. Since (; is ample, (, is locally compact Hausdorff totally disconnected, hence
has a basis of compact open sets. Because A is discrete, every ¢ € C.((,, A) is locally constant
and {x | {(x) # 0} is compact open in gn.

e Definition of ®,. Define 3, : C.((,, Z) x A = C.((,, A) by B,,(f,a)(x) = f(x) - a. This
is biadditive and supp(B,,(f,a)) C supp(f), hence B,,(f,a) € Cc(gn,A). By the universal
property of ® there is a unique homomorphism &, : Cc(gn, Z)®y; A — Cc(gn,A) with
@, (f ®a) = B, (f,0).

e Explicit inverse. Let { € C.((,, A). Since ¢ is locally constant with compact open support,
we can write

m
g = ]_Zl quU]-I

with a; € A and pairwise disjoint compact open U; C (;,. Define

¥,(8) =) xu, ®8; € Col(, Z) 87 A
j=1
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Ifé=>3% Xy, = >« bxxv, are two such decompositions, refine by Wy := U; NV, still
pairwise disjoint compact open. On W, # @ one has a; = by, and bilinearity gives

Z?(uj ®a; = Zk‘Xij ®a; = Zk‘XWfk ® b = ;Xvk ® by,
j i i

so ¥, is well defined. Then ®,,(¥,({)) = ¢ is immediate. Conversely, for a pure tensor
f ®awrite f = Z]nil mixu, with pairwise disjoint compact open U;, and compute

¥ (@, (f @) =¥, () m-a) xu,) = ) xu, ® (mj-a) = ) (mjxy) ®@a=f@a.
7 7 j

Hence ¥, o @, = idCC(gn,Z )@ 4 and @, is an isomorphism with inverse ¥,.

e Compatibility with pushforward. Letp : Y — Z be a local homeomorphism between
locally compact Hausdorff spaces. For f € C.(Y, Z) and z € Z, the set iz N supp(f) is
finite because it is compact and discrete. Thus p, is defined by finite sums on both Z- and
A-valued chains. Fora € Aandz € Z,

(@z(pf @)@ = )@ -a=( ), fW)-a= ) f@)-a=p.ofen)@.
py)=z py)=z
Hence @ o (p, ® id4) = p, o Py. Applying this withp = d; : j, - (,,_; and summing
with signs yields ®,,_; o (9, ® id4) = 94 o ®,, foralln > 1.
Therefore @, is a chain isomorphism, and the claimed identification on homology follows.
O

We now define the cohomology theory that pairs naturally with the integral Moore complex
and hence fits the classical cohomological universal coefficient formalism. Throughout, d,
denotes the Moore differential on the integral chain complex (C, (g,, Z), d,), constructed earlier
from push-forwards along the face maps of the nerve.

Proposition 3.2.2. Let A be an abelian group. For n > 0 set C" (Q;A) := Homy, (Cc(gn, Z),A).
Define 6" : C"(G; A) — C"*1(G; A) by 8" (@) = ¢ 0 9,14, for ¢ € C"((; A). Then §"*1 0 5" =0
foralln >0, so (C‘(g;A), 0*) is a cochain complex. Its cohomology groups are H”(g;A) =
ker(&”)/im(&”_l), for n > 0, where im(6~1) := 0. Thus H”(g;A) is the cohomology of the
cochain complex Hom (C, (g,, Z),A).

Proof. Forn > 0the map 4" is well-defined since it is the composition of group homomorphisms.
For ¢ € C" (g; A) one has

5n+1(5n(¢>) =(¢o an+1) ° an+2 =¢@o (an+1 ° an+2) =0,

because d,,,1 © 9,4, = 0 in the chain complex (C.((,, Z), 9,)- O]
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3.2.1 UCT ror Moore Homorogy

We have homology with coefficients as the homology of Cc(g., Z) ®7 A and cohomology with
coefficients as the cohomology of the dual complex Homy, (CC(Q,, Z),A). Since each Cc(gn, Z)
is a free abelian group, the chain complex C, (g,, Z) lies exactly in the algebraic setting where
the classical UCT applies. In the next step we recall these UCT statements for an arbitrary chain
complex of free abelian groups. We will then modify to C.((,, Z) to obtain the UCT-sequences
for Hn(g;A) and H”(Q;A).

Theorem 3.2.3. Let (jbe an ample étale groupoid and let A be a discrete abelian group. Write
H,(G) = H,(G;Z) = H,(C.(Gs,Z), d,). Then for each n > 0 there is a natural short exact
sequence of abelian groups

G

I Kﬁi
0 - H,(G) ®z A 5 H,(G;A) — Tor{ (H,_1((),A) - 0.

Proof. For each n > 0, ampleness of (j implies that (;,, is locally compact, Hausdorff, totally
disconnected, and has a basis of compact open subsets. By Lemma 2.4.9, every f € Cc(gn, Z)
is a finite Z-linear combination of characteristic functions x;; of compact open subsets U C (,,.
In particular, Cc(gn, Z) is a free abelian group, hence Cc(g,, Z) is a chain complex of free
Z-modules. Since A is discrete, Proposition 3.2.1 provides a natural chain isomorphism

®.: (CC(Q./Z) ®Z AI a. ®1dA> i) (CC(QOIA)/ 8104)/ ®n<f®a) = [g '_)f(g) 'a]'

Hence zx% := H, (®,) is a natural isomorphism ocg: H,(Cc(Ge, Z) ®7 A) = H, (G; A).

Now apply the classical homological universal coefficient theorem for chain complexes of
free abelian groups to the chain complex C, (g,, Z) and the Z-module A: for each n > 0 there
is a natural short exact sequence

0 - Hy(§) ®7 A~ H,(Cc(Ga, Z) ®7 A) — Torf (H,_1((),A) - 0,

see [22, Theorem 3.6.2]. Transporting this sequence along the isomorphism zx,% yields the
claimed short exact sequence, with tg’ = zx% oL, x,%’ =K, © (a%)‘l. Naturality in A follows from
naturality of the UCT sequence and functoriality of ®, with respect to homomorphisms A — B

via postcomposition on Cc(gn,A). d

The UCT for ample étale groupoids established above is, in general, a discrete-coefficients
result: its proof relies on the identification

CC(gTZIA) = Cc(gnlz) ®Z A/

which holds whenever every continuous compactly supported A-valued function on (,, is
locally constant. This is automatic if A is discrete, but it may also hold for certain non-discrete A
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when (,, is discrete. In contrast, for non-discrete (;,, and non-discrete A one should not expect
such an identification, and therefore no general UCT for the homology defined via C, (g,,A).

Corollary 3.2.4. Let X be a locally compact, totally disconnected Hausdorff space with a basis
of compact open sets, and let A be a topological abelian group. Consider the homomorphism

D: C.(X,Z)®7;A - C.(X,A), fe®a— (xmf(x)-a),

where f (x) € Z acts on a € A by repeated addition. In particular, for compact open U C X,
®(xy ® a) = a- xy- Then the following are equivalent:

1. every ¢ € C.(X,A) is locally constant,

2. @ is surjective,

3. ® is an isomorphism of abelian groups.
In particular, if A is discrete, then @ is an isomorphism. The converse need not hold.

Proof. Define the Z-bilinear map
ﬁ: Cc<X/Z)XA_)Cc(X/A)/ ﬂ(f,ﬂ)(x) ::f(x)'a'

Since f is Z-valued and locally constant, B(f,a) is locally constant for every a € A, hence
continuous for any topology on A. Moreover supp(B(f,a)) C supp(f), so B(f,a) is compactly
supported. Thus § induces a unique group homomorphism

D: C(X,Z) ®7 A - C(X,A), D ®a)=B(f,a).

e Every element of im(®) is locally constant. Write i = @(Zj"ilf]- ®4aj) = Z]"il B, a;).
Each f] : X — Z islocally constant because Z is discrete, hence

F: X—>Zm", x = (f1(X), 0, frn (X)),

is locally constant. Define
m
A ZM S A, (nl,...,nm)n—»an-aj.
j=1

Then’ = A o F, so h is locally constant.

e 1.=2. Let¢ € C.(X,A). Assume ¢ is locally constant. Its support supp(¢) = {x € X |
¢ (x) # 0} is compact. For each x € supp(¢) choose an open neighbourhood O, on which
¢ is constant. Using the basis of compact open sets, choose compact open U, C O, with
x € U,. By compactness, pick xy, ..., x5 € supp(¢) such that supp(¢) C U, U -+ U Uy,
Set K := Ufil U,,, which is compact open.

Since X is Hausdorff, every compact open set is clopen. Hence we can refine the finite cover
(Uxi)f.\i , to a finite family of pairwise disjoint compact open sets (V)L with UQL:1 V=K
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Because ¢ is constant on each U, , it is constant on each Vy; write {1y, =4y € A. Then & =0
on X \ K, and therefore

L L
¢= Z”MV@ = CD(ZXW ®ay).
=1 =1

Thus & is surjective.

2.=1. If @ is surjective, then every ¢ € C.(X, A) lies in im(®), hence is locally constant.
2.=3. Assume @ is surjective. By 2.=1., every ¢ € C.(X, A) is locally constant. Asin1.=2,,
every ¢ € C.(X,A) admits a decomposition

n
¢= Zﬂi?(uiz
i=1

where Uy, ..., U,, C X are pairwise disjoint compact open sets and 4; € A. Define
n n
¥: C(X,A) > Cu(X,Z)®z A, Y¥() aixy,) =) xu ®a
i=1 i=1

Well-definedness of ¥. Suppose also ¢ = Z]"il b; Xv, with pairwise disjoint compact
open V;. Put W;; := U; N V;, which are pairwise disjoint compact open sets, and note
thatin C,(X, Z),

m n
Xu; = ZXWij’ Av, = ZXWU"
j=1 i=1

On each Wi]- # 0, the function ¢ is constant with value a; = bj, hence

n m
Z?(u,. ®a; = ZXWU. ®a; = Z)Cw,., ®b; = ZXVj ® b;.
i=1 i i =1

Thus V¥ is well-defined.
Inverse property. For ¢ = ) (XU,

QY@ =Y Pry, ®a) =Y ay, =&,

so o ¥ =idc (x4
Conversely, let f € C.(X, Z). Since X is totally disconnected and f is locally constant with
compact support, there exists a finite family of pairwise disjoint compact open subsets
Uy,..., U, C Xand integers by, ..., b,, € Z such that

f= Z iju].-
j:l

Indeed, for each x € supp(f) choose a compact open neighbourhood V, on which f is
constant. Compactness of supp(f) yields finitely many such sets V, ,...,V, covering
supp(f). Replace this cover by the disjoint refinement given by successive differences, and
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read off the constants on each piece. Hence every element of C.(X, Z) ® 7 A is a finite sum
of pure tensors x;; ® a with U compact open. Hence elements of C.(X, Z) ® 5 A are finite
sums of tensors x; ® a4 with U compact open. For such a tensor,

Y(@(xyoa) =Yaxy =xy®a

By additivity, ¥ o ® = id¢_(x,z)e,4- Thus ® is an isomorphism with inverse ¥.
e (3)=(2). Trivial.
Finally, if A is discrete then every continuous X — A is locally constant, so 1. holds. ]

Example 3.2.5.

e Non-discrete A, still ® an isomorphism because X is discrete. Let X := N with the
discrete topology and let A := (R, +) with its usual topology. Then every ¢ € C.(X,A)
has finite support because compact subsets of X are finite. Hence ¢ is locally constant. By
Corollary 3.2.4, ® is an isomorphism although A is not discrete.

e Non-discrete X and non-discrete A, ® not surjective. Let X := {0, 1}N be the Cantor space
with the product topology, and let A := (R, +) with its usual topology. For n € N and
e=(&1,...,&,) €1{0,1}" set

Z(e) =1{x = (g1 € XXy = €1,,%, = £,) = [ [{eed x [ ] 0,1
k=1

k=n+1

Then B := {Z(e) In € N, € € {0,1}""} U {D} is a basis of compact open subsets of X. Define
E:X-R, (=) 27,
n=1

Then ¢ € C.(X,R) but ¢ is not locally constant. Consequently, condition 1. of Corol-
lary 3.2.4 fails for (X, A), and hence the canonical map

d: C.(X,Z)®z R - C.(X,R), xXu®ar~axy,

is not surjective. Since X is compact, every continuous map X — R has compact support
equal to X, so it suffices to show that ¢ is continuous and not locally constant. For N € N
define the partial sums

N
En(x) = Z 27"x,,.
n=1

Each ¢y depends only on the first N coordinates, hence is continuous in the product
topology. Moreover, for all x € X,

G =gyl =) 27, < Y 27 =27V,

n>N n>N

Thus ¢ — ¢ uniformly on X, and ¢ is continuous. Hence ¢ € C(X,R) = C.(X, R).
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Fix x = (x,,),,>1 € X and let U be any neighbourhood of x. Since 53 is a basis, there exist
N eNand e = (xq,...,x5) € {0, 1}N such that x € Z(¢) C U. Define v,z € Xby

Ypi=x,for1<n <N, yyy1:=0, y,:=0forn>N+2,

z,=x,for1<n<N, zy;1:=1 z,:=0forn>N +2.

Theny,z € Z(e) C U, and

(@ = =27 Ny —yny) =27NFD 20,

s0 ¢ (z) # ¢ (y). Hence is not constant on U. Since U was arbitrary, ¢ is not locally constant.
Every element of im(®) is locally constant by Corollary 3.2.4. Since ¢ € C.(X, R) is not
locally constant, ¢ & im(®). Thus & is not surjective.

In our coefficient discussion the homomorphism
Oy: C(X,Z)®7A - C.(X,A), Xu®a—axy

is the conceptual bridge that would allow us to transport the classical algebraic universal
coefficient theorem to the chain complexes arising from locally compact, totally disconnected
spaces. Indeed, if ®x were an isomorphism, then homology with coefficients in A could be
computed purely algebraically from the free Z-complex C.(X, Z) by tensoring with A.

The point of the next results is that this bridge typically collapses as soon as A carries a
non-discrete topology, and the obstruction is already visible on the level of values. Every
element of C.(X, Z) ®7 A is a finite sum of pure tensors. Expanding each f € C.(X,Z) as a
finite Z-linear combination of characteristic functions of compact open sets, one may assume
that an arbitrary tensor has the form

m
z= ZXK]' ® b, K; C X compact open, b; € A.
j=1

Then
m
Px(2) =) bk, Px@D@= ) b
j=1 {j: x€K;}}
so @y (z)(x) is a sum over a subset of the finite set {4, ..., b,,}. Consequently, every function in
im(®y) has finite image, contained in

{ Zb]- | 7c,...,m} CA
j€]
This finiteness constraint is purely algebraic. It does not depend on finer topological properties
of A such as total disconnectedness or first countability.
In contrast, once A admits a nontrivial sequence a,, — 0, any non-discrete zero-dimensional
space X supports continuous compactly supported A-valued functions with infinitely many
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distinct values. One concentrates the a,, on a clopen partition shrinking to a non-isolated point
and uses a,, — 0 to enforce continuity at the limit point. Such a function cannot lie in im(®y) by
the finite-image obstruction, and therefore ® fails to be surjective. The Cantor-space example
makes this failure completely explicit and shows that even for the most regular X, non-discrete
coefficients already break the tensor-product model. This is exactly why the UCT for ample
étale groupoids obtained below is intrinsically a discrete-coefficients statement when homology
is defined using compactly supported continuous A-valued chains.

Lemma 3.2.6. Let X be a locally compact Hausdorff space and let A be an abelian group.
Consider the homomorphism

Dy : C.(X,Z)®z A - C.(X,A), f®ar (x—f(x)-a),
where f (x) € Z acts ona € A by repeated addition. Then ¢ € im(Py) has finite image ¢ (X).

Proof. Letz = Z;’;lfj ®a; € C.(X,Z) ®7 A. For each x € X we have

Dy (z)(x) = ) fi(x)-aj.
j=1

Fix j. Since f] € C.(X, Z), the support supp(fj) is compact and f] is continuous into the discrete
space Z. Hence f] (supp( fj)) is compactin Z, therefore finite. Because f] vanishes on X \ supp (fj)/
it follows that J’j(X) is finite. Consequently,

Dx(2)(X) C{) nj-a; | n; €£X)},
j=1

and the right-hand side is finite since each fj(X ) is finite. Thus ®x(z) has finite image. O

Corollary 3.2.7. Let X be a locally compact, totally disconnected Hausdorff space with a basis
of compact open sets. Assume that X is non-discrete. Assume that there exists a non-isolated
point x € X and a decreasing sequence (U,,),>1 of compact open neighbourhoods of x such that

U,,1cU, foralln>1, ﬂ U, = {x}.

n>1

Let A be a topological abelian group. Assume that there exists a sequence (a,,),,>1 in A \ {0}
with a,, —» 0. Then the homomorphism

(I)X: CC(X,Z) ®ZA—>CC(X,A), Xu@ﬂ'—)ﬂ')(u,

is not surjective.

Proof. Forn > 1set V,, := U, \ U,,1. Since each U, is compact open, it is clopen, hence

each V,, is compact open. The sets (V,), > are pairwise disjoint and satisfty U; \ {x} =
Un21 V.., X\ U is open.
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Define ¢ : X — A by

a, ye&€V,forsomen>1,
OI y $ |_an1 Vn'

Then ¢ is continuous on X \ {x} since it is constant on each clopen set V,, and on X \ U;. It

¢(y) = {

remains to check continuity at x. Let W C A be an open neighbourhood of 0. Choose 1y > 1
such thata,, € W for all n > n,. We claim that ¢ u,,) < W. Indeed, if y € U, o and y # x, then
y € Uy \ {x} =51 Vi, hencey € V,, for a unique n > 1. Since y € U, and V,, C U, this
forces n > ng, and therefore ¢ (y) =a, € W. Also ¢(x) =0 € W. Thus U,  C &~1(W) and ¢is
continuous at x. Moreover, ¢ has compact support since { = 0 on X \ Uy, hence supp(¢) C U,
and U is compact. Finally, ¢ (X) contains the infinite set {a,, | n > 1}, hence ¢ has infinite image.
By Lemma 3.2.6, every element in im(®x) has finite image. Therefore ¢ & im(Py). ]

Remark 3.2.8.

1. On the space X. Corollary 3.2.7 assumes the existence of a non-isolated point x € X
admitting a countable neighbourhood basis consisting of compact open sets. This holds,
for example, if X is non-discrete, locally compact, Hausdorff, totally disconnected, and
second countable. Indeed, in a second countable locally compact Hausdorff space every
point has a countable neighbourhood basis. If, moreover, X is totally disconnected,
then every neighbourhood of x contains a compact open neighbourhood of x, so the
neighbourhood basis can be chosen to consist of compact open sets.

2. On the coefficient group A. The hypothesis on A used in Corollary 3.2.7 is the existence of

a sequence (a,,) ,en C A\ {0} witha,, — 0. This is strictly weaker than first countability at
0. It is also stronger than the purely closure-theoretic statement 0 € A \ {0}, and stronger
than the existence of a countable subset S C A\ {0} with0 € S. In general, even if such a
countable S exists, it need not contain a sequence converging to 0.
A sufficient topological condition ensuring equivalence is the Fréchet-Urysohn property
at 0: if A is Fréchet-Urysohn at 0 then 0 AN {0} implies the existence of a sequence in
A\ {0} converging to 0. In particular, if A is first countable at 0, then 0 is non-isolated if
and only if there exists a sequence in A \ {0} converging to 0.

Corollary 3.2.9. The short exact sequence of Theorem 3.2.3

G

( G
0— H,(§) ®z A~ H,(G; A) = Torl (H,_1(G),A) - 0
splits in Ab. In general, such a splitting is not natural and hence not canonical.

Proof. By Proposition 3.2.1 there is a chain isomorphism P, : Cc(g., Z)®y; A - Cc(g,,A),
hence an isomorphism H,,(®,) : H,(C.(G,, Z) ®7 A) = H, (G; A). The algebraic UCT for the
chain complex of free abelian groups C.((,, Z) yields a split short exact sequence

0 H,(G,Z) ®z A " H,(Cc(Ga, Z) ®7 A) ~ Tort (H,_1(G, Z),A) - 0
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whose splitting is in general non-natural. Transporting this splitting along H,,(®,) yields a
splitting of the displayed sequence. O

Corollary 3.2.4 shows that the tensor-product model C.(X, Z) ® 5 A captures C.(X, A) auto-
matically for discrete coefficient groups A, but fails for many natural non-discrete coefficients
as soon as X supports continuous compactly supported functions that are not locally con-
stant. Thus, for ample étale groupoids (;, the universal coefficient theorem in the form of
Theorem 3.2.3 is intrinsically a discrete-coefficients statement when homology is defined via
the Moore complexes CC(Q,,A). In particular, for discrete A, the abelian groups H,, (Q;A) are
controlled by the integral homology H, () through the functors — ®; A and Tor?(—, A). This
rigidity is the mechanism by which the UCT short exact sequences can be compared to Matui’s
long exact sequences arising from short exact sequences of Moore complexes.

Theorem 3.2.10. Let G, (', G" be ample étale groupoids. Assume that there is a short exact
sequence of chain complexes of free abelian groups

0 - Co(Gl, Z) = Co(Ga, Z) £ CL(GL, ) — 0.

Let A be a discrete abelian group. Then for each n > 0 the universal coefficient sequences of
Theorem 3.2.3 fit into a commutative diagram with exact rows

Lgl Kg’
0 —— H,(§) 8z A —2% Hy((3A) —2 Torf(H,_,(G),A) —> 0

H,,(i)@idA\L Hn(i;A)l Tor%(Hn_ﬂi),A)l
.

/

L K2
0 — H,(() ®2 A —— H,(G;A) —"— Tor; (H, 1((),A) — 0

H, p) ®idA\L H, (P/A)\L TOI‘% (Hy—1 (P),A)\L
gl’ g/l

0 — H,(G") ®z A —" H,(G";A) —"— Torf(H,_1(G"),A) — 0.

Here H,, (i) and H,,(p) are induced by i, and p, on integral Moore homology. The maps H,, (i; A)
and H, (p; A) are induced on homology by the chain maps

id 1 Co(Ga, A) = Ce(Go, A), P2 CGa, A) = Co(Ga, A),

obtained by tensoring i,,p, with id, and conjugating by the chain isomorphisms ®, from
Proposition 3.2.1. The right vertical maps are the functorial maps induced on Tor? (—, A).

Proof. Since (5, (', " are ample, Lemma 2.4.9 implies that each group C.(G,, Z), C.(Gy, Z),
Cc(Gy, Z) is free abelian, hence the algebraic UCT applies to these chain complexes. Applying
the algebraic UCT to the chain maps i, and p, yields a commutative diagram of short exact
sequences for the integral complexes.
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Next, Proposition 3.2.1 provides chain isomorphisms

®d : C(GL Z) 87 A = CGLLA),
®d: Co(Go Z) 8 A 25 ColGa, A),
0 1 CGLT) @7 A CGLA.
By construction these satisfy the chain-level commutation relations
oo (i, @idy) =it o®), B o(p,@idy) =plodl.

Passing to homology identifies the middle terms in the algebraic UCT diagram with
Hn(Q’;A),Hn(g;A),Hn(g”;A) and identifies the induced maps with H,(i;A) and H,,(p; A).
The remaining vertical maps are those induced functorially on tensor products and on
TorlZ (—,A). This yields the displayed commutative 3 x 3 diagram with exact rows. ]

We have thus obtained a homological universal coefficient theorem for ample étale groupoids
with discrete coefficients. In particular, for a discrete abelian group A the short exact sequence

G G

Iy K;i
0 - H,(G) ®z A —5 H,(G; A) — Tor} (H,_1((),A) - 0

shows that H,,((j; A) is determined, up to the Tor-term, by the integral homology groups H, ((;).

3.2.2 UCT ror COHOMOLOGY

On the cohomological side, coefficients enter via the contravariant functor Homy(—, A) applied
to the integral Moore chain complex C, (g,, Z). This yields the classical cohomological universal
coefficient short exact sequence with Exty, and Homy, in place of Tor? and ®;,.

Theorem 3.2.11 (Cohomological UCT). Assume that each C.((,, Z) is a free abelian group.
Then for every n > 0 there is a natural short exact sequence of abelian groups
1 , G eg
0 — Exty (Hn_l(g),A) — H (Q;A) — Homy, (Hn(g),A) -0,

where H_; (g) =0and H! (g;A) = 0 by convention. The sequence splits in general, but the
splitting is not canonical.

Proof. Write C,, := C.((,, Z) with differential 9,,. Set Z,, := ker(d,) and B,, := im(9,,11), 50
H,(G) = Z,/B,. Let C"((; A) := Homy(C,, A) and define the coboundary by 6" ({) := 0 0,,41-
Then 6"+ 0 §" = 0 since 9,41 © 9,42 = 0, and H"(G; A) = H"(C*((; A), 5*).
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e Definition of pg Let [(] € H"((;A) be represented by a cocycle § € Homy(C,, A),
so ¢ o d,,1 = 0. Then ¢ vanishes on B,, = im(d,,1), hence factors uniquely through
Z,/B,, = H,((). Define pg([é]) € Homy (H,(G),A) by

pg([g]):z+Bn'—>§(z) forze z,.

This is well defined and depends only on the cohomology class [{].
e Surjectivity of pg Since C,,_; is free, the subgroup B,,_; C C,,_ is free. Hence B,,_; is
projective and the short exact sequence

2
0-Z,-C,—>B, ;-0

splits. Fix a splitting C,, = Z,, ® S, such that d,|s : S, = B,_;. Let ¢ € Homy (H, (), A).
Let ¢: Z, — A be the composite Z, — Z,/B, = H,(() ?, A, and extend pto¢ €
Homy(C,,A) by ¢ls, = 0. Then 6"(§) = & 0 9,1 = 0 because 9,,,1(C,,41) =B, C Z, and
#(B,) = 0. Thus [¢] € H”(g;A) and pg([é‘]) = ¢, proving surjectivity.

e Identification of ker(pg). A class [¢] € H”(g;A) lies in ker(pg/) if and only if it has a
cocycle representative { with {1, = 0. With the fixed splitting C,, = Z, ® S,,, such a cocycle
is uniquely determined by its restriction {|s € Homz(S,,, A). Using d,ls : S, = B,_q, we
identify Homy(S,,, A) = Homy(B,,_1,A). If we change ¢ by a coboundary "Y() = 5o,
then under this identification the restriction |s changes by 77l | viewed as an element of
Homy (B,,_1,A). Therefore

ker(pg) o HomZ(Bn_l,A)/im(HomZ(Cn_l,A) - HomZ(Bn_l,A)>.

Apply Homy (—, A) to the short exact sequence0 - B,,_; - C,,_y = C,_1/B,_1 — 0. Since
C,,_q is free, Extlz (C,,_1,A4) =0, and the long exact Hom-Ext sequence identifies the above
quotient with Extlz (C,,_1/B,,_1,A). Next, since C,,_, is free, the subgroup B,,_, C C,,_, is
free. Hence the short exact sequence 0 —» Z,,_; — C,,_; — B,,_» — 0 splits. Quotienting by
B,,_1 C Z,,_; yields a split short exact sequence

0- Hn—l(g) =Zy,1/By1 > Cy_1/By_1 = B, =0,
hence C,,_1/B,,_1 = H,,_1(G) ® B,,_. Since B,,_, is free, Exty(B,_»,A) =0, so
Exty(C,_1/B,_1,A) = Exty(H,_1((),A).

Composing the identifications yields a natural injection KS : Extlz (H,_1 (g), A) - H" (g,' A)
with image ker (o), proving exactness.

e Naturality. Letf,: C, — D, be a chain map between chain complexes of free abelian
groups. Then precomposition induces a cochain map f*: Homy(D,,A) - Homy(C,, A),
and the constructions of p and « are functorial with respect to f,. Hence the short exact
sequence is natural in § and in A.
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e Splitting. Choosing splittings C,, = Z,, ® S,, for all n yields a splitting of the short exact
sequence. These choices are not canonical, hence neither is the resulting splitting.
O

Corollary 3.2.12 (UCT criteria in the Moore framework). Let (j be an ample étale groupoid
and write Cc(g,, Z) = (Cc(gn, Z),0,) >0 for the integral Moore chain complex.
1. Discreteness obstruction for tensor comparison. Let A be a topological abelian group.
Assume that there exists a sequence (a,,),>1 in A \ {0} with a, — 0. Then for the Cantor
space X = {0, 1}" the canonical map

Oy :C(X,Z2)Q®7 A - C.(X,A), xu®ara-xy,

is not surjective. In particular, there is no functorial identification Cc(gn, Z)®y; A =
C. (gn, A) for all ample g, and hence no functorial ®-Tor UCT of the classical form for
Moore homology with such non-discrete coefficients.

2. Algebraic input for UCT. If A is a discrete abelian group, then the chain-level identifica-
tion Cc(Gy,, Z) ®7 A = C.(G,, A) holds for all n, so the homological UCT of Theorem 3.2.3
applies. Moreover, if each C.((;,, Z) is free, then the cohomological UCT of Theorem 3.2.11
applies as well. In both cases the UCT sequences split in general non-canonically.

Proof.

1. This is the failure mechanism established in Corollary 3.2.4 and made explicit in the
Cantor-space example: one constructs ¢ € C.(X, A) with infinite image using a clopen
partition shrinking to a non-isolated point and the convergence a,, — 0. Every element in
im(®y) has finite image, hence ¢ & im(Py).

2. Discreteness of A is exactly what makes the tensor maps Cc(gn, Z)®z A — C.( gn,A)
isomorphisms in each degree, so Theorem 3.2.3 applies. If each Cc(gn, Z) is free, then
Theorem 3.2.11 applies to the dual complex Homj (Cc(g,, 7),A).

g

In the Moore-complex approach, the classical ®-Tor and Ext-Hom universal coefficient
sequences rest on two independent inputs.

1. Topological. Coefficients must be discrete in order that compactly supported A-valued
chains are finite sums of characteristic functions with coefficients in A, so that the canonical
tensor comparison map is available as in Corollary 3.2.4.

2. Algebraic. Degreewise freeness of the integral Moore chain complex Cc(g,, Z) is the
hypothesis that yields the short exact UCT sequences of Theorems 3.2.3 and 3.2.11.

3.3 MoOORE-MAYER—VIETORIS SEQUENCE

The Moore-Mayer—Vietoris sequence for groupoid homology is the homological analogue
of gluing along a cover. In the ample setting, the gluing data live on the unit space. An
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admissible cover U;, U, C (y determines the reductions Gly;,, Glyr,, and Glyz, A1y,- The Moore-
Mayer—Vietoris long exact sequence expresses H, (g; A) in terms of the homology of these three
reduced ample groupoids.

Definition 3.3.1 (Admissible Mayer-Vietoris cover). Let (; be an ample groupoid. An admissi-
ble Mayer-Vietoris cover of (; is a pair of clopen subsets Uy, U, C (g such that

L Uy ul;, =Gy,

2. each U, is saturated fori = 1,2: forx € U; and y € (o, if x ~q Yy theny € U;.
Here x ~( Y means that there exists v € § with s(y) = y and r(7) = x. For such Uy, U, we
consider the reductions

Glu, ={r €G lr(y) € Uy, s(y) € Uy},
Glu, ={r €G 1r(7) € Uy, s(7) € Uy},
Glu,nu, =y €Glr(y) €Uy Ny, s(y) € Uy N Uy},

each endowed with the groupoid structure obtained by restricting the range, source, unit,
inverse, and multiplication maps of .

Lemma 3.3.2. Let (j be an ample groupoid and let U C (, be open. Then (l;; is an ample
groupoid with unit space U, and the inclusion §|;; < ( is an open embedding of topological
groupoids. If moreover U is clopen, then (|;; is clopen in (. In particular, if (; is locally compact
and Hausdorff, then glu is locally compact and Hausdorff, and if g is totally disconnected then
glu is totally disconnected.

Proof. Since Q is ample, it is étale, locally compact, Hausdorff, and totally disconnected. By
definition g|u = r~1(U) n s~ 1U), hence g|u is open in g All structure maps of glu are
restrictions of those of (j, hence are continuous and satisfy the groupoid axioms. Since 7, s are
local homeomorphisms and U is open in go, the restrictions r|glu, s|g " Q|u — U are again local
homeomorphisms. Thus (|; is étale. Asan open subspace of a locally compact Hausdorff totally
disconnected space, g|u is locally compact, Hausdorff, and totally disconnected. Therefore
Gly is ample. The inclusion Gl; < G is the inclusion of an open subspace, hence an open
embedding of topological groupoids. If U is clopen, then r~1(U) and s~1(U) are clopen in g,
s0 Gly = r~1(U) Nns~1(U) is clopen. O

Remark 3.3.3. Let (;be ample and let U C (j, be clopen. Then a compact open bisection of (jI;;
is precisely a set of the form B N (Gl;) with B C (j a compact open bisection.

Definition 3.3.4. Let U;, U, C () be an admissible Mayer—Vietoris cover. For n > 0 write

1 / (2 / ,(12 /
&= (Gl 5= (Gluy) 22 = (Glu,au)n
for the n-simplices in the nerves of Q|U1’ Q|u2/ and Q|Umu2~

Lemma 3.3.5. Let Uy, U, C () be an admissible Mayer-Vietoris cover.
Then for every n > 0 the following hold.
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1. The subsets <1) and g(z) are clopen in (;,,, and gy(llz) = ,gl) N (2>.
2. One has g(1> 2 = = Gy

Proof. For n = 0 the claims are immediate since g(l) = Uy, Qa) = U,, and 9(12) =U; N U,.
Assume n > 1. Define continuous maps

Tyt gn - go; 7, (81, -, 8&n) = 1(81),
Sy gn — go, Sn(81/---/8n) = s(gn)

Let U C go be saturated. We claim that (glu)n = r;1(U) = s;1(U) as subsets of gn If
(81,---,8n) € (glu)n, then r(g1) € U, hence (g, ...,8,) € ro (). Conversely, if (g1,...,8,) €
r71(U), then r(g1) € U. For each k, the units r(7;) and s(;) lie in the g—orbit of r(g1), hence
belong to U by saturation. Thus v, € glu forall k, so (g1,..-,84) € (glu)n. The identity with
sy 1 (U) is proved similarly. Applying this to U; and U, yields

= (Glu) e =t (Uy) = s 1(U.
Since each U; is clopen, each gff) is clopen in gn. Moreover,
w2 = (Gluynuy)e = et (U N Up) = 1 (U N (Up) = G 0 G2

Finally, G, = 1,1 (Go) = 1 (Uy U Up) = r (Uy) U Y (Up) = G U G, O

Definition 3.3.6. Let U;, U, C (5o be an admissible Mayer-Vietoris cover and let A be a discrete
abelian group. For n > 0 define

Co(GluA) = Co(GiD,A),  CuGlu,iA) = Co(GP,A),  Cu(Glu,nuyi A) = C(GEP, A),

where compact support is taken with respect to the subspace topology on g(l), 2, gfllz) C Gy
Forn > 1 set

ot = Z( 1/ (). : C(GS", A) > C(G), A),
ot = Z< 1 (d)).: C.(GP,A) - C.(GP, A),
oyt = Z<—1>7<d1>*: C.(G?,A) - C.(G2, A),
j=0
where d;: (j, - (,,_; are the face maps of the nerve of (; and we use the restricted maps

di: GV - G di: G > GP di: G2 o G2,

n—-1’ n—-1’/

oAt agx,uz

For n = 0 set = gAthnt . () The resulting homolo roups are denoted b
0 0 g gy group Yy

Hn(ghjl/A)/ Hn(Q'L[z/A)/ Hn(glulﬁuzlA)
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Lemma 3.3.7. With notation as above, the pairs

(CalGluy M, 08, (ColGluy ), 98, (CalGluyauyiA), 3 0H2)
are chain complexes. Concretely, for all n > 1 one has

AU, AU, AU, AU, AU NU,  AAUNU,
d, 1 edy 1 =0, 0,712 00, 2=0, 9,71 T2 dy T2 =0

Proof. Since g is ample, it is étale. By Lemma 3.3.2, each reduction glul, g|u2, and g|u1ﬂuz is
ample, hence étale. Its nerve is obtained by applying the nerve construction to that reduced
groupoid, and each face map is the restriction of the corresponding face map of (;. The simplicial
identities among the face maps therefore restrict to the reduced nerves. Since pushforward
along local homeomorphisms is functorial and respects composition, the Moore differential
computation shows that the alternating sums of the restricted pushforwards square to zero. [

3.3.1 MoorRe-MAYER—VIETORIS AT CHAIN LEVEL

The Moore-Mayer-Vietoris construction starts from a purely chain-level observation. A clopen
saturated cover Uy, U, C 90 cuts every nerve space gn into two clopen pieces

WD = (Glu)u D =Gl Gu=GPUuG®, 8P =G nGP.

Because the pieces are clopen, compactly supported A-valued chains on each reduction extend
by zero to compactly supported chains on (j,,. This makes it possible to regard chains on G,
and (I, as global chains that vanish off the corresponding clopen region. The overlap Gli;, i,
measures the compatibility of these extensions. A chain on the overlap can be inserted into the
two pieces with opposite signs, and hence disappears after gluing. Conversely, if two chains
on the pieces glue to zero, then each must vanish off the overlap and the remaining values on
the overlap must cancel. This yields, in every degree, the short exact sequence

0 = Co(Glu, i A) 2 Cu(Glu i A) @ Cu(Glu; A) £ Cu(G;4) - 0,

which is the only algebraic input needed to extract the Moore-Mayer—Vietoris long exact
sequence in homology. The rest of the argument is then formal homological algebra, applied to
this degreewise short exact sequence of chain complexes.

Lemma 3.3.8 (Clopen Mayer—Vietoris for compactly supported chains). Let X be a locally
compact Hausdorff space and let A be a topological abelian group. Let X;, X, C X be clopen
subsets with X = X; UX, and set Xy, := X;NX,. Fori € {1,2,12} write C.(X;, A) for compactly
supported continuous maps on X;. Define group homomorphisms

n: CC(X121A) i CC<X1,A> @ CC(Xz,A), g > (€<1), —6(2)),

B: Ce(Xy,A) @ Ce(Xp, A) = C(X, A), (1,8 » &1+ 8
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where ¢ € C.(X;, A) denotes extension by zero of ¢ along the clopen inclusion X, < X;,
and & € C.(X, A) denotes extension by zero of & along the clopen inclusion X; < X.
Then we have an exact sequence

0= C.(X10,A) & Cu(Xy,A) @ C.(Xy, A) B CL(X, A) — 0.

Proof. All extension-by-zero maps are well defined because the relevant inclusions are clopen.

e Injectivity of a. If a(¢) = 0, then ¢V = 0in C.(X;, A). Evaluating on x € X3, C X; gives
&(x) =M (x) =0, hence & = 0.

e Surjectivity of B. Let 7 € C.(X,A). Set ¢ = nlx, € Co(Xy,A) and & = 7lx,\x, €
C.(Xp\ X1, A). Since X, \ Xj is clopen in X,, extending ¢, by zero to X, yields an element,
still denoted & € C.(X,,A). Then pointwise on X one has 77 = & + &, because on
X; \ X, only & contributes, on X, \ X; only & contributes, and on X;, one has & = 0 by
construction. Thus B(¢y, ) = 7.

e Exactness at the middle term. First, f o « = 0 holds pointwise because both components of
a(¢) extend ¢ by zero to X with opposite signs. Conversely, suppose (&1,¢,) € C.(X1,A) ®
C.(X5, A) satisfies B(¢7,¢p) = 0. Evaluating on x € X; \ X, yields 0 = E{(x) = §1(x), s0 ¢;
vanishes on X; \ Xj,. Similarly, evaluating on x € X, \ X; yields ¢, (x) = 0, so ¢, vanishes
on X, \ Xj,. Thus the restrictions §jlx,, € C.(Xq,,A) are defined and satisfy

0= ,3(61/ 62)<x) = 61 (X) + gz(X) for aHX e X12/

hence &lx,, = —Gilx,,- Set ¢ = ¢ilx,, € Cc(Xq2,A). Then by the vanishing outside X;,
one has ¢ = & and ¢® = &. Therefore a(&) = (&, &), so ker(B) C im(a).
O

Corollary 3.3.9. Let (; be an ample groupoid and let Uy, U, C G be a clopen saturated cover in
the sense of Definition 3.3.1. Let A be a topological abelian group. For every n > 0 the sequence

0 = Co(Glu, iy A) 2 Cu(Glus A) @ Co(Gluyi A) 225 (G A) = 0

is exact, where a,,, 8,, are the Mayer—Vietoris chain maps from Lemma 3.3.8.
Proof. Fixn > 0 and set
X = G, Xy =G = (Glu,)ns Xy =GP = (Gluy)ns Xip = X1 N X, = G2

Since U4, U, are clopen and saturated, Lemma 3.3.5 implies that X;, X, are clopen in X, that
X = Xj U X5, and that X7, = X; N X,. With the identifications

Cn(g/A) = Cc(XrA)r Cn(glul/A) = Cc(Xi/A)/ Cn(ghllnuz;A) = CC(XlzlA)I
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the maps «,,, B,, coincide with the canonical clopen Mayer—Vietoris maps

w: Co(Xq2,A) = Co(Xq,A) ® Co(Xy,A), & (&0,
B: Co(X1,A) ® Co (X5, A) — Co(X,A),  (&,8) — & + &,

where & denotes extension by zero from X; to X along the clopen inclusion. Hence the displayed
sequence is identified with the short exact sequence of Lemma 3.3.8. ]

3.3.2 Moore-MAaYEr—ViETORIS LONG ExacT HOMOLOGY SEQUENCE

The Mayer-Vietoris principle reconstructs homology from two subobjects and their overlap.
In the ample groupoid setting, the gluing data live on the unit space. A clopen saturated
cover go = U, U U, yields three reduced groupoids glul, gluz, and Q|Umu2 and three Moore
complexes of compactly supported chains. The basic input is a short exact sequence of Moore
complexes, obtained by support decompositions along clopen subsets. Once this short exact se-
quence is established, the long exact sequence is obtained from the connecting homomorphism
construction for short exact sequences of chain complexes of abelian groups.

Hausdorffness of A is used only to ensure that C.(—, A) is well defined on locally compact
Hausdorff spaces. After the Moore complexes are defined, the argument below takes place in
the category of abelian groups.

Theorem 3.3.10 (Moore-Mayer—Vietoris LES). Let (; be an ample groupoid, let A be a topologi-
cal Hausdorff abelian group, and let U, U, C ( be clopen saturated subsets with U; UU, = (.
Then the homology groups H,,((; A) := H,,(C.(G,, A)) fit into a natural long exact sequence

) H, _1(a,)
H, 1(Glu,;A) @ Hy 1 (Glu; A ——"H,_1(Glu,nu,: A) «—)

an
_ Hy (G A) 2 (Gl A) @ Hy (Gl A) 25 Hy (Gl i A) 5

an+1

Hn+ ( .) 5
Hyr (G A B H, (Gl A) @ oyt (Gl A)

where H,,(a,) and H,,(j,) are induced by the chain maps

Aot Ca(glulﬁuz;A> - C.(glullA) 5 C.(gluz;A)/
130: C.(glullA) 2] C.(g|U2/A> - CC(g‘IA)

from Definition 3.3.6. The connecting homomorphisms d,,: H,, (Q;A) - H,_1( Q|Umuz ;A) are
defined explicitly in the proof.

Proof. By Corollary 3.3.9 there is a short exact sequence of Moore chain complexes

0 = ColGlnuy A~ ColGlu i A) ® Co(Glu,; A) L5 Co(Ga, A) — 0. (33.1)

118



3 Computing Moore Homology

Write

C2:= Co(Glu,muyi A), Co? = Ca(Glu; A) ® Co(Gli,; A),  Ca = Ce(Ga, A),

a}lZZ C12 C12 831,2 = arli D 8721 C7112 Cl 2

n—1/ n—1/

a.C, - C, ;.

The chain map identities are &,,_; o 9} = % on,, Bn_1e° oL? = 8791 o B,,. Exactness of (3.3.1)
in each degree yields that «,, is injective and f8,, is surjective for every n.

e Definition of the connecting homomorphism d,,.. Fix n > 0 and let [c] € Hn(g;A) be
represented by a cycle c € C,, with a,% (¢) = 0. Choose b € C,li’2 with B,,(b) = ¢, which exists
since f,, is surjective. Then ,Bn_l(aylgz(b)) = ag(ﬁn(b)) = a,%«:) =0,s0 8,14’2(17) € ker(B,_1).
Exactness in degree n — 1 gives ker(8,,_1) = im(«,,_1), so there exists a uniquea € C}qz_ 1
such that

w,_1(a) = Ox2(b). (3.3.2)

We show that a is a cycle. Using that a, is a chain map and that 81 2 o 0i? =0,
a,_(912, () = 8}1'_21(0471_1(51)) = oV 21(8,112(b)) = 0. Injectivity of a,_p implies
932, (a) = 0. Define 9,,([c]) := [a] € H,,_1(Glu, nu,; A)-

e Independence of the choice of b. Let b, b’ € ClL? satisfy B,,(b) = B,(b') = c. Then
V' —b € ker(B,) = im(a,), so choose u € CL2 with b’ = b + a,,(u). Leta,a’ € C}2, be
defined by (3.3.2) for b and b’. Then

w,_1(a") = 02 (') = 052 (b) + oy (a, () = &, 1 (a) + a,_1(032(u)),

since «, is a chain map. Injectivity of w,,_; yieldsa’ = a + 02 (u), hence [a'] = [a]. Thus
d,,([c]) is independent of the lift b.

e Independence of the representative of [c]. Let c,c’ € C, be cycles with [c] = [c'] in
Hn(g;A), soc —c = 8g+1(d) for somed € C,, 1. Choose b,b’ € CL? with B, (b) = cand
B, (") =c'. Choosee € C}q’fl with B,,,1(e) = d, using surjectivity of 8,,,1. Then

Bult' —b— 02 (@) = —c— 3 (d) =0,

n+1

sob —b— al+21<e> € ker(B,)) = im(a,,). Choose u € CL?> with b’ = b + 81+1(e) + a,(u).
Leta,a’ € C}lz_ be the elements defined from b, b’ by (3.3.2). Then

w,_1(a) = 32 (b) = 92 (b) + 9y (952, (€)) + O (o, (1)) = (@) + v, 1 (D12 (1)),

soa’ =a+ d}%(u) and [a'] = [a]. Hence 9, depends only on [c].
e Exactness. The equalities needed for exactness follow from the construction.
First, B, o &, = 0 implies H,(B,) o H,,(«,) = 0 for all n.
Second, im(H,,(«,)) = ker(H,,(B,))- Let [b] € Hn(Cl’z) with H,,(B,) ([b]) = 0. Choose
a cycle b € Ciy? representing [b]. Then ﬁn (b) is a boundary in C,, so choose d € C,, ;1
with B, () = 37, ,(d). Choose e € CY2, with f,,1(e) = d. Then b — 92 (¢) €
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1,2

ker(B,) = im(a,,), so choose u C,lq2 with b — 8n+

gives 9}2(u) = 0 since

1(e) = &, (u). A direct computation

w1 (32 (w)) = 9y (0, () = 9y (b) — 9> (72, (e)) =,

and &,_; is injective. Hence [u] € H,(C!?) and H,(a,)([u]) = [b]. The reverse
inclusion follows from H,,(8,) o H, («,) = 0.

Third, im(H,(B,)) = ker(d,). If [b] € HH(CE’Z) is represented by a cycle b, then
9,,([ B,,(b) 1) = 0 because one may take this b in the definition and obtain a = 0 from
(3.3.2). Conversely, let [c] € H,(C,) with d,,([c]) = 0. Choose ¢ and a lift b with
B,,(b) = c. Let a be defined by (3.3.2). The condition 9,,([c]) = 0 means [a] = 0, so
choose u € C}2 witha = 92(u). Then

o % (b — a, () = 3% (b) — a,_1 (92 () = a,,_1(a) — a,_1(a) =0,

so b — a, (u) is a cycle in Cl? and B, (b—wa,(u)) =c. Thus [c] € im(H,(B,))-

Fourth, im(d,,) = ker(H,,_1 (a,)). If 3,([c]) = [a], thena,,_; (a) = 95> (b) isaboundary,
hence H,_; (a,)([a]) = 0. Conversely, let [a] € H,_;(CL?) with H,,_; (a,)([a]) = 0.
Choose a cyclea € C}qz_ 1 representing [a]. Then «,_; (a) is aboundary in Cl? 5o choose
be C,lg2 with 8,11'2(b) =a,_q1(a). Setc := B,,(b). Then a,%(c> = 0 since

31 (Bu()) = By (DX2(1)) = By (y_1(@)) = 0.

Using this b in the definition of d,,([c]) yields the unique element a again by injectivity
of a,,_1. Thus [a] € im(0,,).

The displayed equalities give exactness at every term. Naturality follows because the

connecting map construction is functorial for morphisms of short exact sequences of chain

complexes of abelian groups.

O]

Remark 3.3.11. The connecting homomorphism d,, is explicit. Let ¢ € CC(QWA) be a cycle.
Choose b € C,,(Gly,; A) ® C,,(Gly,; A) with B,,(b) = c. Compute 912 (b). Exactness in degree
n — 1 implies 8,11’2(b) € im(a,,_q). Leta € Cn—1<g|ulnu2}A) be the unique element with
a,_1(a) = 8,11’2(19). Then 9,,([c]) = [a]. The class 9,,([c]) vanishes precisely when c admits a
lift b that is a cycle in the middle complex.

In the Moore-Mayer—Vietoris construction above, the admissibility hypothesis requires the

clopen pieces to be saturated. This hypothesis is used only to ensure that for every simplicial

degree n one has a global cover Qn = (glu In U (gluz)n, so that for each simplicial degree n

the maps induced by the inclusions

Cel(Gluynuy)nrA) = Ce((Glu ) A) @ Co((Gluy)ns A) = ColG A)
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given by 1(c) = (¢, —c) and p(cq, ) = ¢1 + ¢, form a short exact sequence. Injectivity of : and
p o 1 = 0 are immediate. Exactness in the middle follows since a compactly supported function
on gn vanishing on (g|u1 ),, and <g|u2)n vanishes everywhere. Surjectivity of p holds because
anyc € CC(QH,A) decomposes as ¢ = X(Glut, ) + X(Gluynr and the intersection term adjusts the
double counton (Gliz, nu1,) - Therefore there is a short exact sequence of Moore chain complexes
and hence a long exact sequence in homology. In many applications, however, the relevant
chains are compactly supported. Thus one does not need a global cover of all of (j,. Instead,
it suffices that a given cycle representative c € C,((j;A) is supported in the region where
the cover behaves well, namely supp(c) C (glu In U (gluz)n. Under this support condition
the Mayer—Vietoris splitting and extension by zero arguments apply verbatim on the clopen
subspace (Q’Iu In U (g|u2)n - Qn, even when U, and U, are not saturated. Corollary 3.3.12
records this support local replacement of saturation and yields a canonical long exact sequence
controlling the homology classes represented by such compactly supported cycles.

Corollary 3.3.12. Let (jbe an ample groupoid and let Uy, U, C G be clopen with U; UU, = Gy
Let A be a discrete abelian group. For every n > 0 set (Qlu In U (g|u2)n - Qn and define

Ci2(Gr A) = Co(Glu)n U (Gl A),  CH2(GA) = (CM2(G5 A, 9,) 1m0

where d, is the Moore boundary of C, (g;A) restricted to Cy 1t (Q;A).
Then the following holds:
1. For every n > 0 the sequence

0= Co(Gl i A) 25 Cou(Glui A) ® Co (Gl A) L5 U2 (G; 4) - 0

is exact, where &, (¢) := (&, —¢) and B,,(&, &) = & + &, with & denoting extension by
zero along the clopen inclusion (g|u,-)n > <g|ul)n U (gluz)n.
2. The maps «,, B, form a short exact sequence of Moore chain complexes

0= ColGlunuy A 25 CoGlui A) ® Co(Glu,iA) 25 itz Ay - 0.
3. Define C{'v'Y2 := c{lvt> (G; A). There is an induced long exact homology sequence

‘ H,_1(a,)
H, 1(Glu;A) @ Hy_1(Glu,; A ——"H,_1(Glu,nu,: A) j

fin(gihllrﬂlz;la) é__ij

2}

n

L H,,(B.) H, ()
H,(Crtzy S b (Gl A) @ Hy (Gl A) e

an+1

n+1(Be)
O 1 (Gluyi A) @ Hyr (Gluyi A)

H
H,ppq (CIVH2) e
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4. Letce Cn(g;A) be an n-cycle with supp(c) C (g|u1)n U (g|u2)n~ Thenc € C,Lzll’u2(g;A)
and the class [c¢] € H,, (Q;A) lies in the image of the map induced by the inclusion

le: CY2(G;4) © C(G A).

Proof. Fixn > 0. Uy, U, are clopen in go, gis ample, the subsets (glul)n, (Qlu2>n, (g|ulnu2)n
are clopen in gn. In particular, (glul)n and (Q|u2)n are clopen in (g|u1)n U (g|u2)n, and
Glu,nuy)n = Glu)n 0 (Gluy) -
1. Injectivity of «,,. Injectivity of «,, is immediate and ,, o «,, = 0.
2. Surjectivity of §,,. To prove surjectivity of §,,, let y € C.(Y,,,A). Consider the clopen
partition

Y, = ((Glu)n \ Gluynug)n) U (Gluda \ (Glu,nu)n) UGl nu,)n-

Define 771 € C.((Gly,)n,A) and 17, € C.((Gliy,)n, A) by

M Glu) i\ Gluyouy)n = TG\ Gy T Gluynuy)n = 0
2l Gluy i\ Gluy e = T Gluyu\Gluyu? 12 Gluyaupn = TGluyuy)n’

Then 74, 17, are compactly supported and locally constant since all pieces are clopen. By
construction, 7j; + 7j, = 1 on each of the three clopen pieces of Y,,, hence on all of Y,.
Thus B,,(171,17,) = 1. To identify the kernel, let

(‘:1/ 62) € CC((ghll)n/A) ® Cc((g|U2)n1A)

satisfy & + & = 0in C,(Y,,, A). Restricting to (Glu)n \ (Glu,nu,)n gives & = 0 there.
Restricting to (gluz)n \ <Q|U1mu2)n gives ¢, = 0 there. Restricting to (Qlumuz)n gives
gﬂ(g"umuz)n+€2|(9|umu2>n =0.5et{ = €1|(9|umu2)n € Co((Gluynu,)ns A)- Then (&1, 5) =
(¢, =) =, ({), hence ker(B,,) = im(«a,,). This proves exactness.

3. Cfll’uz (Q;A) is a subcomplex. It remains to check that Cyl’u2 (g;A) is a subcomplex of
C,(Q;A). For every i € {1,2} and every face map d]-: gn - gn_l one has

d;((Glu)w) € Glu)n-1, G Glu,nuy)n) € Gluynuy)n-1,

since deleting one arrow from an n-simplex in the nerve does not introduce units outside
the same restriction. Therefore each pushforward (d]-),, sends

Cc((g|ui)n1A> - Cc((g|ui)n—1rA)l Cc((g|ulﬂuz>nrA) - Cc((ghllﬂuz)n—llA)'

Moreover, by extension by zero along the clopen inclusions

(glul)n = Yn/ (gluz)n = Yn/ (glulﬁuz)n = YTZ/
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the same holds with C.(Y,,, A) in place of CC((QIu)n,A)- Hence the Moore boundary
9, = Z;;O(—l)f(dj)* restricts to a homomorphism 9,,: C.(Y,,,A) - C.(Y,,_1,A), so the
degreewise short exact sequence from 1. is a short exact sequence of chain complexes.
4. Support reduction. The condition supp(c) C Y, means that c vanishes on (,, \ Y,,.
Hence c is a compactly supported locally constant function on Y,,, soc € C.(Y,,,A) =
cLhte (G; A). Since i, is a chain map, it induces a homomorphism on homology and
carries the class of ¢ in Hn(Cyl’uz(g;A)) to the class of ¢ in H,,(G; A).
O

3.4 ComrutiING Homorogy oF A SFT GrouPOID

We demonstrate, that the Moore-Mayer—Vietoris long exact sequence from Theorem 3.3.10
is useful for explicit computations. One covers the unit space by saturated clopen subsets,
computes the homology of the corresponding reductions, and then recovers the homology of
the whole groupoid via exactness. In this example we combine Moore-Mayer—Vietoris with
the UCT from Theorem 3.2.3 to exhibit how torsion in degree 0 affects homology with finite
field coefficients.

Let A € Mat(N xN, N) be a square matrix with no zero row and no zero column. Fix a finite
directed graph E 4 with vertex set {1, ..., N} whose adjacency matrix is A — allowing multiple
edges. Let E} = {<en)n20 S Eilo r(e,) =s(e,q) foralln > 0} be the space of infinite directed
paths, endowed with the product topology, and let o: EY — EY, (g, eq,65,...) = (e1,€3,€3,...)
be the left shift. The range and source maps are r(x,n,y) = x and s(x,n,y) = y, with units
Xx = (x,0,x), inverses (x, n,y)_1 = (y, —n, x), and multiplication (x, n,y)-(y, m,z) = (x,n+m, z)
whenevers(x,n,y) = r(y, m,z). Then cis alocal homeomorphism, and the associated Deaconu-
Renault groupoid (4 has unit space (G4)o = E and arrow space

(Ga ={(x,ny) EEX x ZxEF |3k teNy: n=k—{c*x) =y}
Equip (G4)1 with the étale topology generated by the compact open bisections
Z(a,B) = {(az,|a| — |Bl, Bz) | z € EX},

where g, B range over finite paths with common range and |a| denotes length. Then r and s

restrict to homeomorphisms on each Z(a, B) and these sets form a basis. QA is second countable,

locally compact, Hausdorff, totally disconnected, and étale; in particular it is ample. This is the

same construction of the Deaconu-Renault groupoid of a local homeomorphism as in [1, §2.5].
For SFT groupoids, the integral homology of (j, is given in terms of 1 — AT. We have

HO(QA) = coker(]l — AT),
Hl(gA) = ker(1 — AT),
H,(Ga) =0 forn >2,
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where 1 — AT acts on ZN [13, Theorem 4.14]. We consider now the matrices

A:(z 1), B:(z 1), C=@3),
1 0 1 2

and compute the integral homology of (4, (5, and (. For A we have
-1 -1
]1—AT=( - ) det(1 - AT) = (-1)-1—(=1)-(-1) = -2.

Hence 1 — AT has full rank over Z and ker(1 — AT) = 0. Moreover, the Smith normal form is

-1 -1 Ry (=1)Ry 1 1 Ry—Ry+Ry 11 czhcm—n.cl 10 = diag(1,2),
-1 1 -1 1 0 2 0 2

so coker(1 — AT) = Z/27Z. Therefore

HO(gA) = Z/ZZ,
Hyi(Ga) =0,
H,(Ga) = 0forn > 2.

-1 -1
1-BT = .
-1 -1
The condition (1 — BT)(x,y)T = 0is —x —y = 0, hence ker(1 — BT) = Z generated by (1, —1).

The image is generated by (1, 1), which is primitive in 72,50 coker(1—BT) = Z2/((1,1))4 = Z.
Thus, we have for homology

For B we have

Hy(Gp) = Z,
Hy(Gp) = Z,
H, (Gg) = 0forn > 2.
For Cwehave 1 — CT = —2,so ker(1 — C") = 0 and coker(1 — C") = Z/2Z. Hence

Ho(Ge) = Z/2Z,
Hl(gc) = 0/
Hn(gc) =0forn > 2.

Next set G := G4 U Gp U G, the disjoint union groupoid. Then (; is ample, and levelwise its
nerve decomposes as (j, = (Ga), U (Gp), U (Gc),,- Consequently the associated compactly
supported Moore chain complex splits as a direct sum, and therefore

H,(G) = H,(Ga) ® H,(Gp) ® H,(G¢) forn > 0.
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In particular,
Ho(G) = Z & (Z/27Z)?,
Hl(g) = Z/
Hn(g) =0forn > 2.

We now illustrate Moore-Mayer-Vietoris on a saturated clopen cover of (. Define

Uy == (Ga)o U (Gpo,

Uy := (Gp)o U (Ge)o-
These subsets are clopen because they are unions of clopen components of the disjoint union
space (j and saturated as there are no arrows between distinct components, so any union of

components is a union of orbits. One has U; U U, = ( by construction and U; N U, = (Gp)o
since (QB)O is the unique component contained in both unions. The reductions are

Glu, = Ga U Gs,
Glu, = Gs U G
g|ulﬂu2 = gB'

Applying Theorem 3.3.10 yields the long exact sequence

g Hn(gB) ﬁ) HH(QA u QB) e91—171(93 u gC) ﬁ’ Hn(g) ﬁ’ n—l(gB) > e

Using the canonical identifications

Hn(gA U gB) = Hn(QA) ® Hn(QB)/
H,(Gp U Ge) = H,(Gp) ® H,(Ge),
H,y(§) = Hy(Ga) @ Hy (Gr) © Ho (G,

the map «,, is the difference of the two inclusions of the gB-summand and is given by «,,([b]) =
([0],[b], [—Db],[0]). The map B, is induced by the two inclusions g|u1 o g and glu2 o g;
under the above identifications it is §8,,([a], [b11, [b>], [c]) = ([a], [b1 +b5], [c]). In particular, B,
is surjective and ker(g,,) = {([0],[b],[-b],[0]) | b € HH(QB)} = im(a,,). Exactness therefore
forces d,, = [0] for all n, and the Moore-Mayer—Vietoris sequence recovers the direct-sum
decomposition of H,, (g).

Finally we compute homology with finite coefficients via UCT. Fix a prime p. Since H, (g) =0
and H, (g) = Z is torsion-free, the UCT implies Hn(g; Z/pZ) = 0foralln > 2. Forn = 0:

Z[pZ, for p odd,

Hy(G; Z/pZ) = Hy(G) @7 Z/pZ =
ol o) @ (Z/2Z)3, forp=2.
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For n =1 the UCT from Theorem 3.2.3 yields a short exact sequence
0 = Hy(() ® Z/pZ 25 Hy (G Z/pZ) £ Tork(Ho(G), Z/pZ) — 0.

Here ¢ is the change-of-coefficients map induced by C, (g; Z)® Z/pZ — C, (g; Z/pZ), and Bq
is the Bockstein connecting morphism associated to 0 — Z Y757y pZ — 0. In our example
Hl(g) = 7 and Ho(g) =7 @ (Z/27)3. If p is odd, then Torlz(HO(g),Z/pZ) =0,508; =0
and ¢ is an isomorphism. If p = 2, then Hl(g; Z.)27) = (Z/27Z)3 and TorlZ (Ho(g), Z]27) =
(Z/2Z)*. With coordinates corresponding to the decomposition G = G, U Gp U G, the
maps are 1 ([1]) = ([0],[1],[0]) and By ([a], [b], [c]) = ([al,[c]). Here H1(g) =~ 7 gives
Hy(G) ®7 Z/pZ = Z/pZ, and

Torlz(Z, Z[pZ) =0,

0, for p odd,

Tor?(Z/2Z,Z./pZ) =
Z/27Z, forp=2.

Since Ho(g) =7 @ (Z/27)?, this gives

0, for p odd,

Tor? (Hy(G), Z/pZ) =
1 Ho(@, 2/p (Z/27Z)%, forp=2.

Thus H, (g; Z|pZ) = Z/pZ for odd p. For p = 2, the chain complex defining H,(g; Z./27) is a
complex of Z/2Z-vector spaces, hence H; (g; Z/27Z) is itself a Z/27Z-vector space; the above
short exact sequence therefore splits though non-canonically in Vecty ;5. Consequently,

Z/pZ, for p odd,

H(G; Z/pZ) =
1§ {(Z/ZZ)3, forp = 2.
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